
Innovative tools for offshore wind and DC
grids

Deliverable 3.1 – Work Package 3:
Report on the review and evaluation of DC and AC grid

operation and interactions in different time frames.

WP3 leader KU Leuven
Dissemination level Public
Website http://innodc.org/
Grant Agreement number 765585
Due delivery Month 12: 31 August 2018
Project dates 01/09/2017 – 31/08/2021



Deliverable 3.1

List of Contributors

Cardiff University Wei Liu, Jun Liang
Elia System Operator Nathalia de Morais Dias Campos

KU Leuven Vaishally Bhardwaj, Jef Beerten,
Dirk Van Hertem, Hakan Ergun

Universitat Politècnica Saman Dadjo Tavakoli, Eduardo Prieto,
de Catalunya Oriol Gomis
U.Porto Emily Maggioli, Hélder Leite

Early stage researchers (ESRs) in bold, supervisors in italic.

1



Deliverable 3.1

Summary

Power systems have been facing changes due to the introduction
of renewable energy, distributed generation and HVDC. There has
been a shift from traditional AC grids to hybrid AC and DC systems,
introducing new challenges and making it crucial to reconsider power
system operation in its various domains. In view of this new scenario,
this report attempts to provide an insight into the challenges and state-
of-the-art with respect to reliability, stability, protection and control
of hybrid AC/DC grids. The relevant time frames and the modelling
complexity required for studies in each domain are also discussed.

2



Deliverable 3.1

Contents

I Introduction 7

II Reliability and Stability of AC/DC Systems 10

1 Reliable Operation 10
1.1 State of the art with respect to reliability assessment and grid

operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2 Time frames for Reliability Management . . . . . . . . . . . . 14
1.3 Drivers for re-assessing the security criterion . . . . . . . . . . 16

1.3.1 Shortcomings of N-1 criterion . . . . . . . . . . . . . . 16
1.3.2 Increased penetration of RES and changing demand

patterns . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.4 Probabilistic/ Risk-based reliability assessment . . . . . . . . . 17
1.5 HVDC as grid enabler for reliable operation . . . . . . . . . . 20
1.6 Challenges in implementing reliable AC/DC grid operation

framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.6.1 Operational responsibility in AC/DC grids . . . . . . . 21
1.6.2 Definition of probabilistic reliability criteria for AC/DC

Grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.6.3 Applicability of reliability criterion to AC/DC grid . . 24
1.6.4 Implementation of large scale AC/DC grid security-

based optimization . . . . . . . . . . . . . . . . . . . . 24
1.7 Mathematical optimal power flow models for AC/DC grids . . 25

1.7.1 AC Optimal Power Flow Model . . . . . . . . . . . . . 26
1.7.2 Static DC Grid Model . . . . . . . . . . . . . . . . . . 27
1.7.3 Static AC/DC Converter Station Model . . . . . . . . 29
1.7.4 Nodal Balance Equations . . . . . . . . . . . . . . . . . 32

2 Power System Stability 34
2.1 Timescales of power system phenomena . . . . . . . . . . . . . 35
2.2 Challenges of dynamic stability assessment . . . . . . . . . . . 36
2.3 Power system simulation for transient stability studies . . . . 38

2.3.1 Phasor-based modelling . . . . . . . . . . . . . . . . . 39
2.3.2 The quasi-stationary assumption . . . . . . . . . . . . 40

3



Deliverable 3.1

2.4 Modelling of power system components for stability studies . . 41
2.4.1 Synchronous generators . . . . . . . . . . . . . . . . . . 43
2.4.2 Transmission lines . . . . . . . . . . . . . . . . . . . . 44
2.4.3 Network . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.4.4 Converters . . . . . . . . . . . . . . . . . . . . . . . . . 46

References 49

III Protection 54

3 Power System Protection 54
3.1 Transmission System Operator (TSO) Regulation . . . . . . . 54
3.2 Power system protection requirements . . . . . . . . . . . . . . 57

3.2.1 Generic Requirements . . . . . . . . . . . . . . . . . . 57
3.2.2 DC Protection Requirements . . . . . . . . . . . . . . . 58

4 Protection of AC Transmission Systems 59
4.1 Challenges for AC Transmission Protections and Systems . . . 59
4.2 AC Protection components . . . . . . . . . . . . . . . . . . . . 60

4.2.1 Basic components . . . . . . . . . . . . . . . . . . . . . 60
4.2.2 Relay Protection Schemes . . . . . . . . . . . . . . . . 60
4.2.3 The Portuguese Transmission Network - Example . . . 64

4.3 AC Network fault time frame and fault clearing progress . . . 65
4.4 Models for AC Protection focused studies . . . . . . . . . . . . 66

4.4.1 Relay testing methodology overview . . . . . . . . . . . 67
4.4.2 Relay models and Interface between relay and power

system models . . . . . . . . . . . . . . . . . . . . . . . 69
4.4.3 Relay testing softwares . . . . . . . . . . . . . . . . . . 72
4.4.4 Relay communication models . . . . . . . . . . . . . . 72
4.4.5 VSC Modelling for grid studies . . . . . . . . . . . . . 72
4.4.6 Simulation Softwares and Tools . . . . . . . . . . . . . 73

4.5 Interaction between AC and DC Grids: focused on the impact
on AC Protections . . . . . . . . . . . . . . . . . . . . . . . . 75

5 Protection of DC Grids 79
5.1 Challenges for DC Protections . . . . . . . . . . . . . . . . . . 80
5.2 Modelling Technique on HVDC Converters . . . . . . . . . . . 81

4



Deliverable 3.1

5.3 DC Grid Protection system . . . . . . . . . . . . . . . . . . . 83
5.3.1 Time frame of DC protection Systems . . . . . . . . . 83
5.3.2 Bandwidth of DC measurement devices . . . . . . . . . 85

5.4 DC Protection Methods and Algorithms . . . . . . . . . . . . 86
5.5 DC Protection Devices . . . . . . . . . . . . . . . . . . . . . . 88

5.5.1 AC Circuit Breakers (ACCBs) . . . . . . . . . . . . . . 88
5.5.2 DC Circuit Breakers (DCCBs) . . . . . . . . . . . . . . 88
5.5.3 MMC Topologies with fault handling capability . . . . 92

5.6 Interaction between AC and DC systems: AC faults in hybrid
AC/DC systems . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.6.1 Unbalanced ac faults . . . . . . . . . . . . . . . . . . 94
5.6.2 Converter-side ac faults . . . . . . . . . . . . . . . . . 96

References 99

IV Control 107

6 Time frame for the purpose of control system design 107

7 Overview of challenges associated with the control system
design 108

8 Point-to-Point HVDC System Control 108
8.1 Grid connected application . . . . . . . . . . . . . . . . . . . . 109
8.2 Weak ac grid-connected application . . . . . . . . . . . . . . . 110
8.3 Grid forming application . . . . . . . . . . . . . . . . . . . . . 112
8.4 Additional functions performed by HVDC links . . . . . . . . 113

9 Multiterminal DC Grid Control 113

10 Converter Control System 116
10.1 Control System of Conventional VSC . . . . . . . . . . . . . . 117
10.2 Control System of MMC . . . . . . . . . . . . . . . . . . . . . 118

11 System Modeling for Control System Design 122
11.1 Modeling of grid-connected conventional VSC . . . . . . . . . 122
11.2 Modeling of MMC . . . . . . . . . . . . . . . . . . . . . . . . 124
11.3 Modeling of HVDC Cable . . . . . . . . . . . . . . . . . . . . 127

5



Deliverable 3.1

References 129

V Conclusions 136

6



Deliverable 3.1

Part I

Introduction
The latest years have seen a shift of the modern electrical grids towards dis-
tributed generation, renewable energy and HVDC. The goals of cutting back
on carbon dioxide emissions set by different countries have pushed forward
the use of renewable energy sources which have been integrating into the
grid on both distribution and transmission levels. On the other hand, the in-
creased connectivity between TSOs, the distance of the connections and the
need to integrate offshore wind power have led to HVDC technology being
regarded as a key grid enabler that would facilitate the management of future
power systems with high amount of renewable generation in a cost-effective
manner.

Traditionally, power systems have been mostly based on AC transmis-
sion with few back-to-back HVDC interconnections. Thus, the operational
framework and system design were based on the characteristics of the pre-
dominant AC system. With the large-scale development of HVDC grids and
the increasing use of power electronic-interfaced sources, power systems are
witnessing major structural changes. The integration of HVDC systems into
the existing grid is leading to faster dynamics and increasing the controlla-
bility of the overall system. Thus, it is crucial to reconsider power system
operation from the point of view of hybrid AC/DC grids.

Some of the challenges observed today include, but are not limited to:

Reliability As the currently applied N-1 reliability criterion does not cap-
ture the actual probability of the occurrence of a contingency, it may lead to
either situations of higher costs (conservative security margins) or of higher
risks. Moreover, there is an upsurge in the system uncertainties due to in-
creased penetration of the renewable energy sources and intra-day markets.
Thus, there is a need to shift to probabilistic reliability criteria for an opti-
mal trade-off between costs of measures and risk. Large-scale development of
HVDC grids and their characteristic flexibility are being seen as a key facilita-
tor in realizing reliable and economic AC/DC grid operation and mitigating
operational uncertainty. Thus, it has become imperative to incorporate the
controllable HVDC elements into the security assessment process. However,
there are many challenges that need to be addressed with respect to op-
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erational framework of AC/DC grid reliability. The Security Constrained
Optimal Power Flow (SCOPF), which is used for the reliability assessment,
represents a non-linear, non-convex problem with large computational size
with large number of discrete variables as well as variety of corrective control
strategies.

Stability The increased number of power electronic devices in the grid
has blurred the traditional distinction of which type of simulation software
is appropriate for different system studies. More in particular, the high
frequency interactions between converters and between converters and the
grid are making that models that were previously considered to be valid for
typical stability studies might no longer be valid. Furthermore, modelling
a large power system in detail using models suitable for a large frequency
range might not only be prohibitive in terms of computation time but could
also require details about components that might not be available due to
proprietary restrictions. Therefore, further research is necessary to determine
what types of studies can be performed with each tool for power systems with
a high penetration of power electronics and to what extent the models used
today are accurate.

AC protection One of the issues with using new technology is the impact
on the existing infrastructures. When the AC grid is considered, and more
specifically the AC protection, it is not clear whether the parameters of the
AC transmission grid require adjusting and how this could be determined.
Another point to consider is the interaction between AC-DC networks. Nu-
merous studies have been made on that topic, but this is not fully known
to what extent it could impact power system protection of the connected
countries (including the communication networks between relays and opera-
tors, or between relays). Lastly, it is necessary to consider the simplifications
made to the grid models for studying AC-DC grids. One of the issues raised
is whether the simplifications used are still accurate enough to capture all
the needed details and interactions in the system.

DC protection DC fault fault currents have no zero crossings which makes
it difficult for traditional circuit breakers to interrupt the fault currents.
Therefore, there is a need to develop more complex (and hence more costly)
DC circuit breakers to clear the DC faults. Another challenge of DC protec-
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tion is that the DC faults propagate faster than in an AC system due to the
low impedance in DC grids. As a consequence, much larger fault currents
and lower voltage magnitudes occur during a DC fault compared with AC
system faults. Locating the DC faults is also a challenge. Most parts of a
DC grid can see the DC faults in a short time. The risk of losing the whole
DC grid is high if the protection system is not working well.

Control Power-electronic converters lie at the heart of every HVDC sys-
tem. Their control systems have to be designed to resist most severe distur-
bances and maintain overall stability of HVDC system in various working
conditions. One of the challenges is how to design the control system of
an individual converter while considering the dynamics of other converters,
high-voltage cables, and other major components of HVDC systems. The
interactions between the control systems of ac-dc or dc-dc converters in dif-
ferent locations of HVDC system play a major role in the overall stability
of the system. A methodology has to be found to systematically include the
impacts of all major parameters in the controller design procedure. Yet, the
controller should remain simple enough to be practically implemented.

This report provides an insight into the state-of-the-art associated with
the current challenges in the operation of hybrid AC/DC grids in all the
various domains discussed above. Each of these domains deals with AC-
DC grid phenomena in specific time frames that require different levels of
modelling complexity of the same power system components. The required
modelling details for each type of study are discussed throughout the report.
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Part II

Reliability and Stability of
AC/DC Systems
1 Reliable Operation

Vaishally Bhardwaj (supervised by Dirk Van Hertem and Hakan
Ergun)

1.1 State of the art with respect to reliability assess-
ment and grid operation

In its broadest sense, power system reliability is defined to be the ability of
the system to supply adequate electric service on a nearly continuous ba-
sis with few interruptions over an extended period of time [1]. It comprises
of two characteristics: power system security and power system adequacy
[2]. While power system security refers to the capability to withstand sud-
den disturbances/ contingencies such as the loss of one or multiple elements
e.g. generators, transmission lines, etc., power system adequacy indicates
the ability of the system to supply electrical power to the consumers at all
times, including the scheduled as well the unscheduled outages of the system
components [3].

Reliable operation of the power system essentially involves taking a se-
quence of decisions while considering uncertainty. It entails meeting an ex-
pected level of reliability, determined or set through a reliability criterion
while minimizing the overall socio-economic costs of doing so. A reliability
criterion may be of deterministic nature wherein only the consequences of
the contingencies is considered [4]. On the other hand, a probabilistic relia-
bility criterion inherently accounts for the severity as well as the probability
of occurrence of the contingencies [5].

The current reliability planning and operation in Europe is based mostly
on the deterministic N-1 reliability criterion [4]. According to this principle,
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the system should be able to withstand at all times a credible contingency
i.e., the unexpected failure or outage of a single system component (such
as a line, transformer, or generator), such that the system is capable of
accommodating the new operational situation without violating operational
security limits [6].

There are however, different practical interpretations/ implementations of
the N-1 criterion between different TSOs and between different time horizons
[4]. There are also situations wherein the criteria of N-0 (when N-1 is too
expensive) or N-1-1 (stricter) may be implemented. N-0 implies that there is
no load curtailment or violation of operational limits in the N-0 system state
for the forecast value of real-time load. In case of N-1-1 security, the system is
assessed for a sequence of events consisting of a primary contingency followed
by a specific secondary contingency. This also applies to situations where a
system contingency may be followed by some loss of load. With respect to the
use of probabilistic methods for reliable planning and operation, the North
American Electric Reliability Corporation, NERC has started carrying out
probabilistic assessments in North America and have gained some experience
with respect to transmission systems [4].

Each TSO within the ENTSO-E system is responsible for maintaining
reliable operation in their control area over a reasonable future time period
in view of real-time conditions [6]. This also implies that in the event of any
contingency, the operational situation within a TSO’s control area must not
trigger uncontrollable cascading outage/s that propagate across the borders.
Based on the specific operational situation, the power system can be said
to be in one of the following system states, wherein each state calls for a
different urgency of actions:

In the “Normal” state, the system is within the operational security limits
in the N-0 Situation as well as after the occurrence of any contingency from
the contingency list, taking into account the effect of the available remedial
measures and thus, the security margin reserves.

The “Alert” state highlights the situation where the system is within
the operational security limits, however in case of a contingency occurrence,
the available remedial actions/ security margins are not sufficient enough to
ensure N-1 security.

The “Emergency” scenario refers to the deteriorated state of the system in
which there is a violation of the operational limits and there is no guarantee
to the global security of the interconnected grid.

“Blackout State” system state is characterized by the collapse of a part
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Figure 1: Different system states as per Continental Europe Operational
Handbook Policy 5 on Emergency Operations [7].

(partial blackout) or all of the transmission system (total blackout). Measures
such as load shedding and controlled system separation may be utilized in
order to prevent as much of the system from a widespread blackout.

Both the “Emergency” and the “Blackout” states activate the “Restora-
tion” process with the objective to re-establish the normal system operation
and regain operational security.

Two types of approaches can be considered while ensuring reliable grid
operation [8]:

1. Preventive security: In this case, the preventive control measures
ensure N-1 security. Thus, the power system is managed in such a
manner that well ahead of the actual operation (typically day-ahead),
the system is scheduled so that there are no constraint violations in the
power system after the occurrence of a contingency and the resulting
automatic control responses in real-time[9].

2. Preventive-corrective security: Here, a two-stage decision-making
is involved, wherein both preventive and fast-corrective actions (after
the contingency) are utilized to remove the violated limits in specific
time. As with the preventive security management, the power system
is assessed ahead of real-time to investigate whether the real-time oper-
ation is within bounds. It allows for the use of fast corrective actions in
real-time to correct the cases where the forecasts indicate that N-1 op-
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eration is not achieved (but N-0 is) and specific fast corrective actions
lead to a new and acceptable state.

In a preventive N-1 secure system, a line contingency has to be allowed
without changing the economic dispatch or performing load curtailment. On
the other hand, a preventive-corrective approach allows for the violation of
the operational limits for a short time interval without damaging the equip-
ment, after which the corrective control kicks in and restores secure system
state. Thus, preventive security is more stringent than preventive-corrective
security [10]. The latter represents a good trade-off between the cost and
the amount of security margins and is getting more relevant in the present
context of higher volatility from renewable generation, development of smart
grids and the increasing flexibility of demand [11], [12].

Economic operation has always been a major objective of power system
management. With the power sector becoming more and more competitive,
it is expected to maximize the utilization of the installed assets without
sacrificing quality. In this context, Optimal Power Flow (OPF) approach
has been used for a long time for addressing the issue of cost-effective power
system operation. However, it is equally important to maintain a designated
level of security and reserves in the power system. Normally, the objectives
of optimality and security are conflicting to each other [13]. Thus, it is
necessary to include the system security constraints into the OPF problem
in order to obtain solutions that allow operation at least cost while ensuring
reliability. With increasing uncertainties in the power system operations,
coming from the volatility of renewables and characteristics of liberalized
markets, the application of contingency-constrained or Security-Constrained
Optimal Power Flow (SCOPF) for reliable solutions in the short-term time
frame is becoming extremely pertinent.

A SCOPF is an optimal power flow problem with additional security
constraints and involves the minimization of the objective function (e.g. op-
eration cost) by re-dispatching some controllable measures within their limits
such that the operational constraints are met in the base case as well as over
a set of credible contingencies [12]. It is a non-linear, non-convex, large scale
optimization problem with continuous and discrete variables and identifies
with the category of Mixed Integer Non-Linear Programming (MINLP).
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1.2 Time frames for Reliability Management

Reliability management for a power system encompasses three broad time
horizons, long-term system development (planning), mid-term planning (as-
set management) and short-term system operation (scheduling) [2], each in-
volving a series of activities and the participation of various stakeholders.
Thus, the entire time frame covered by the reliability management ranges
from year(s)-ahead planning up to real-time operation [14]. The same can
be visualized in Figure 2.

Figure 2: Different time horizons for Reliability Management [14].

While the long-term planning focuses on the development of a coordi-
nated and an optimized expansion plan, the mid-term management directs
at identifying resource adequacy and system development gaps, asset man-
agement and the planning of maintenance schedules. The short-term system
operation comprises of the processes and decisions that enable the system
to serve power reliably and economically in the real-time and is divided into
operational planning and real-time operations [15].
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The operational planning of the system starts from months to days in
advance with a view to consider the maintenance plans, prepare generation
schedules and analyze available power transfer capacities. Moving towards
the actual operations, the TSOs utilize the best forecast of their individual
grid situation from 2 days in advance (D-2) in D2CF files to determine the
capacity allocation and thus, the available transfer capacity. One day before
the actual operation (D-1), energy is traded in the day-ahead market (DAM)
while considering the long-term contracts and the available transfer capacities
between the different bidding zones. The participants submit bids in the
DAM based on this available capacity until gate closure.

Figure 3: Overview of reliable grid operation [16].

The TSOs then consider the submitted bids and prepare the day-ahead
congestion forecasts (DACF) in order to ascertain if the provided schedules
can be maintained or if any control measures need to be undertaken. The
DACF files reflect the grid conditions with hourly granularity and also con-
sider the generation forecasts of the renewable sources. They are utilized
to perform a security-constrained optimization and thereby identify, in cases
of any violations, the necessary preventive control measures that need to be
taken in order to ensure secure operation. Conversely, the TSO may also
decide to undertake the risk of the violations and plan for corrective mea-
sures later in case of a contingency. The measures can either be in the form
of market actions such as re-dispatch or as TSO control actions such as the
changes in the set-points of controllable devices or network topology.

Within the purview of intra-day reliability assessment, the TSO is respon-
sible for monitoring the grid situation and to manage the standard operations.
However, when subjected to contingencies, the TSO is required to enforce
some corrective measures or even load shedding in severe cases to facilitate
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secure grid operation.

1.3 Drivers for re-assessing the security criterion

1.3.1 Shortcomings of N-1 criterion

While the N-1 criterion has been used by the TSOs for enabling reliable
planning and operation, there is an emerging need to move towards more
comprehensive and probabilistic criteria due to the following reasons:

i There is no common definition of N-1 criterion and thus, it is differently
interpreted by different TSOs. There may also be deviations from the
criterion in different time horizons [2], [4].

ii As a deterministic reliability criterion, it does not consider the proba-
bilities of the contingencies and they are assumed to be of equal severity
and probability [8], [17], [18].

iii The N-1 criterion also does not provide an economic incentive as the
costs for corrective actions in case of a contingency are not considered,
implying the underlying assumption that the likelihood of usage of
corrective actions is low and that they lead to negligible costs in the
long-term [12].

iv The criteria may result in inconsistent decision-making as it may lead
to higher costs if low-risk cases may be included in studies and higher
risks if high failure probability cases are omitted from studies [5], [8].

v It does not account for the stochastic nature of failure of grid elements
or the inter-dependencies between different incidents [8].

vi With increasing penetration of the distributed Renewable Energy Sources
(RES) and the associated uncertainty, N-1 criterion can only provide
limited perspective on grid security [11], [17].

1.3.2 Increased penetration of RES and changing demand pat-
terns

As more and more RES get integrated with the existing grid, they introduce
significant amount of uncertainty into the system [12]. There is also the
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inclusion of complex control such as through HVDC links and FACTS devices
in order to manage the variable behavior of the RES. Other factors such as the
introduction of intra-day electricity markets and changing demand patterns
have also increased the complexity for the operation as well as the operational
planning of the grid.

With the increase in RES and associated uncertainty, it is now expected to
consider additional credible contingencies in the contingency list to account
for large variations in power injections. This also implies the identification of
possible corresponding corrective measures for such injection based contin-
gencies. These assessments would be highly dependent on the time frame of
consideration as well as other variables e.g. weather indices, market prices.

As the control areas get more and more interconnected, the possibility
for cascaded failures increases and thus, the need for N-k instead of N-1 is
being debated for appropriate reliability assessment. The static nature and
equal probabilities of the contingencies can also not be considered as they
leave out the impact of uncertainty.

Owing to the ongoing changes in the power grids, there is a corresponding
escalation in the uncertainties associated with the generation/load forecasts
as well as the markets. Thus, the present methodology may not be suffi-
cient/effective for analyzing grid reliability and an urgent need to shift to
risk-based or probabilistic reliability assessment criteria for the grid is fore-
seen. With large-scale development of the HVDC grids and their enhanced
control capabilities, it is also imperative to utilize the available flexibility
from HVDC grid elements into the existing reliability assessment problem
and to consider the contingencies in the HVDC grid. Thus, the futuristic
grid operation calls for a comprehensive reliability assessment of the AC/DC
hybrid grid in short-term time frames while considering the effect of uncer-
tainty.

1.4 Probabilistic/ Risk-based reliability assessment

There is always some form of uncertainty generally associated with power
system operations. This maybe due to the uncertainties in the load, gener-
ation as well as network topology. With greater RES generation and smart
grid features, these uncertainties have increased manifold. The uncertainty
cloud around the system operating point leads to either the consideration
of larger security margins at the expense of the market or to operate much
closer to the limits so as to escalate the risks. Thus, reliable grid operation

17



Deliverable 3.1

can be essentially considered as a form of risk management [14].
It is also seen that while some contingencies are of high probability and

lower severity, there are also others with greater impact on system reliability
and yet lower likelihood of occurrence [19]. Thus, the TSO must consider
remedial measures for the more probable events in the system and define
security margins for handling them. However, for rarer and bigger contin-
gencies with lower probability, it can tolerate some amount of risk in the form
of system degradation but eventually decrease the adverse effects on grid re-
liability. Thus, TSOs have to decide for an optimized operational situation
that offers the best quality/continuity of supply such that the costs for the
measures are lower than the cost of the risk associated with the contingencies.

It has been established that probabilistic reliability criteria are crucial for
ensuring grid reliability in the current situation dominated by the RES and
other smart grid characteristics. As these criteria incorporate the likelihood
of the occurrence of the contingencies, they provide a better estimation of
the actual grid reliability.

One of the ways to formulate the risk is described below [19]. The risk
associated with an event i can be given as follows:

Ri = Pi · Si (1)

where Ri is the risk associated to the event i, Pi is the likelihood of the event
i for a given unit of time (namely an hour) and Si is the severity associated
with the event i, expressed in terms of energy not supplied. The severity is
further given as:

Si = Gi ·Di (2)

where Gi is the gravity associated to the event i and is equal to violation of
the operational criteria expressed in terms of interrupted power (MW). Di

is the restoration time associated to the event i and is the time needed to
restore the full load if the event takes place.

Based on above formulation, the mean risk per day may be defined by
considering a factor of frequency of exposure as follows:

Ri = Pi · Si · fi (3)

where fi is the frequency of exposure associated to the event i and is measured
as a percentage of the period of analysis where the event will lead to the
evaluated severity.
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Finally, the cost of the involved risk can be determined as follows:

Ci = Ri · cENS (4)

where Ci = cost of the risk, Ri is the risk per day and cENS is the estimated
cost of the energy not supplied.

The above definition for risk and its corresponding costs is based on the
measure of energy that would be supplied to the end users if the interrup-
tion does not occur. However, there are many other reliability indicators [2]
that may be utilized under this general definition of risk and thus, the risk
assessment is highly dependent on the choice of the indicators.

It is also pertinent to mention that the above definition does not consider
the fact that some loads are more critical than the others and thus, an indi-
cator such as the Value of Lost Load (VOLL) would give a better assessment
of the severity associated with the event based on the type and relevance of
load.

Employing controllable devices in power system operation can immensely
help in handling uncertainty and operating closer to the limits while still
maintaining reliability [13]. This can be illustrated with the help of Figure
4(a), wherein the system is initially operating at point A. The gray cloud
represents the uncertainty σE in the actual position of the system operating
point.

Figure 4: Managing uncertainty with controllable devices [14].

On increasing the power transfer between two zones, the system oper-
ating point shifts to point B, which is close to the N-1 security boundary.
This operational state corresponds to a power transfer PT . Owing to the
uncertainty in actual position, the probability or risk of being outside the
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reliability limits is given by r. On increasing the power transfer even more
(PT + ∆PT ), the system moves to new operating point C outside the reliabil-
ity limit and thus, with higher risk. If in such a situation, the capabilities of
the controllable power system devices e.g. HVDC elements are exploited, the
system can be shifted to a new point D wherein the higher power transfer can
still be managed with lower risk, equal to that at point B. Thus, the control-
lable devices aid in better utilization of the existing grid infrastructure while
considering reliability. The controllability of the respective devices is also
useful in bringing back the system to a normal (N-1 secure) state when the
uncertainty cloud might itself lead to a security violation as seen in Figure
4(b).

1.5 HVDC as grid enabler for reliable operation

HVDC systems are characterized by their fast and robust control. With the
ongoing development of HVDC grids, it is possible to have fully controllable
injections as well as better reliability due to provision of alternative power
flow paths. The exchanges between the AC and the DC grids are also com-
pletely controllable. Thus, if smart control strategies are implemented, it
can lead to optimal usage of the installed assets and decrease the required
investments needed in AC/DC grids.

By controlling the set-points for the converters, the power flows in both
the AC as well as the DC systems can be influenced. This can be seen with
the help of Figure 5, where a shift in the power injection from one HVDC
node to another causes corresponding power flows in the AC/DC grid. This
can be considered as a re-dispatch of power and can be realized by ensuring
that the net sum of the injections for each synchronous zone is equal to zero.

The above flexibility in controlling power injections can aid in increas-
ing power transmission capacities between different zones either directly by
changing the DC power flows or indirectly by relieving congestion in another
part of the grid [14]. Controllable HVDC links can also be considered for
implementing preventive measures during the reliability assessment studies
for AC/DC grids. As the operating points of the HVDC converter can be
controlled almost instantaneously and the time constants are much faster as
compared to the traditional control devices of the AC grid, HVDC elements
can be utilized for enforcing corrective control and bringing back the system
to a secure operating point. Moreover, exercising the HVDC control mea-
sures are less costly for the system operator than performing re-dispatch or
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Figure 5: Greater flexibility through HVDC control [14].

load curtailment. With increasing uncertainty in grid operation and the need
for fast corrective control, an explicit inclusion of the HVDC systems into
the reliability analysis process at all time frames of operation has become
essential.

1.6 Challenges in implementing reliable AC/DC grid
operation framework

1.6.1 Operational responsibility in AC/DC grids

One of the main challenges for reliability assessment of the AC/DC grid
lies in defining how the operational responsibilities are shared amongst the
operators [21]. There may be a single system operator for the complete
AC/DC grid or different operators for the AC and for the DC grid. Another
possibility is that the DC grid may be divided into multiple control areas
with different operators. The same might also hold for the AC grid. There
may also be the situation wherein the operator for a DC grid control area is
also responsible for the AC grid in the same geographical area, such as for a
country. Each of the above situations lead to a different set of responsibilities
and thus, different frameworks for reliable operation.

In the specific scenario of different DC grid and AC grid operators, the
crucial decision would be regarding the responsibility of the AC/DC convert-
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ers. This factor would be critical as the usage of the converter controls in
optimizing grid situation in a particular grid might lead to non-optimal or
adverse situations in the other grid. This aspect is highlighted in Figure 6
where three different possibilities for the AC/DC converter stations are seen:
the converter control lies with the AC grid operator, the DC grid operator
or is split between both the operators.

Figure 6: Operational Responsibility [21].

Another example to illustrate the impact of ownership on reliable opera-
tion for the AC/DC grid can be seen in Figure 7, where the AC and DC grids
are managed by individual operators and connected by five fully controllable
converter stations [14]. There exists a large generator on the northern part
of the DC grid which has to supply power to a load located south of the AC
grid.
There can be many options to transfer this power through the AC/DC

grid. One possibility is to transfer the power from north to south using
the DC grid and then injecting it into the AC grid close to the load. The
other option involves the injection of power directly into the AC grid using
northern links and then transferring the power to the load through the AC
grid. The third prospect would utilize the power transfer on multiple links
between the AC/DC grid. If the objective of the operation is to minimize
the losses, then the DC grid operator would prefer the second option more
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Figure 7: Power transfers in AC/DC grid [14].

than the first. Conversely, the AC grid operator would find the first option
more beneficial. In case of power transfer over multiple links, the overall
system optimization would be necessary. Thus, the operational strategy and
consequent security-based optimization would be highly influenced by the
ownership.

1.6.2 Definition of probabilistic reliability criteria for AC/DCGrid

Various probabilistic criteria have been defined in the literature and used for
the assessment of grid reliability [2], [4]. They mainly differ in terms of the
way in which the probability or risk has been defined for the system as well
as the severity or impact of a contingency on the system.

One of the main requirements for the probabilistic reliability criterion
is to quantify the amount of risk associated with the system at different
stages of short-term operations. With an increase in the number of unpre-
dictable generation sources connected to the grid, it has become necessary
that the reliability analysis also considers the large variable injections from
such sources as system contingencies [12]. Such events have highly complex
interactions with the power system and depend largely on the operating con-
ditions and real-time data. Due to the increasing volatility in grid operation
and the interdependencies in a large connected system, the possibilities for
the propagation of a single contingency into series of cascading events has
also magnified. Thus, there is a need to consider such situations in security
assessment instead of the conventional N-1 criterion. Unlike the previously
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applied deterministic criteria, the probabilistic criterion for AC/DC grid re-
liability should factor-in the costs of the post-contingency corrective action
control.

Finally, the realization of a probabilistic security assessment for AC/DC
hybrid grid operation in multiple time frames would imply the evaluation of
the trade-off between the cost of measures (preventive and corrective) and
the system risk in each time frame of operation.

1.6.3 Applicability of reliability criterion to AC/DC grid

In order to ascertain the reliability of a hybrid AC/DC grid, it is necessary
to consider the impact of contingencies in the AC system on the connected
DC system and vice versa [14]. While the outage of an HVDC link could
lead to overloads in the AC system, similarly a short circuit in the AC grid
may result in the disconnection of a converter station. Normally, a hybrid
AC/DC grid would comprise of a number of parallel AC and DC systems and
might involve multiple stakeholders. Thus, the applicability of the security
criterion needs to be defined. This can be explained by considering the
example of N-1 security criterion for a hybrid AC/DC grid. One strategy
could be to consider the N-1 security of the whole AC/DC system. Another
form of applicability would envisage N-1 security separately for AC grid and
DC grid. In case of N-1 reliability for DC grid, the AC system could also
be considered as a backup support in the event of a contingency [16]. The
similar reliability principle could also hold for the AC grid with support from
the connected DC system. Thus, it is seen that the application of the relevant
reliability criterion to the hybrid AC/DC grid entails many possibilities. In a
scenario of highly interdependent AC/DC systems and multiple participants,
an appropriate application of the security criterion is a challenging objective.

1.6.4 Implementation of large scale AC/DC grid security-based
optimization

The SCOPF formulation for an AC grid exhibits a challenging problem due
to its large problem size [12]. The binary or discrete variables included in
the SCOPF problem in order to realize the control actions such as generator
start up, transformer load tap changer control, network switching, etc. also
pose a problem to achieve a global optimal solution. In case of a preventive-
corrective security, there is a corrective action/strategy that needs to be
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defined beforehand for each contingency in the grid.
Inclusion of the controllable HVDC systems into the existing AC grid

SCOPF problem is seen to be highly relevant for futuristic reliable grid op-
eration. However, such a SCOPF problem would involve larger number of
variables and corresponding security constraints. There would also be the
need to consider the contingencies in the DC system in the reliability assess-
ment. Due to the controllability of HVDC systems, more possibilities for
corrective actions would need to be modeled while determining reliability.
For ensuring reliable operations, implementation of the SCOPF problem to
multiple time frames of grid operation would be required.

1.7 Mathematical optimal power flow models for AC/DC
grids

A typical 3-stage SCOPF formulation is described as follows [12]:

min
x0,...,xc,u0,...,uc

f0(x0, u0) (5a)

s.t.

g0(x0, u0) = 0 (5b)
h0(x0, u0) ≤ Ll (5c)

gsk(x
s
k, u0) = 0, k = 1, . . . , c (5d)

hsk(x
s
k, u0) ≤ Ls, k = 1, . . . , c (5e)

gk(xk, uk) = 0, k = 1, . . . , c (5f)
hk(xk, uk) ≤ Lm, k = 1, . . . , c (5g)
|uk − u0| ≤ ∆uk, k = 1, . . . , c (5h)

In the above equations f0 is objective function, k=0 is pre-contingency sce-
nario, k=1,. . . ,c corresponds to c post-contingency scenarios, xk is state vec-
tor, xsk is the state vector in short-term time frame, uk is the vector of control
variables, usk is the vector of control variables in short-term time frame, ∆uk =
Tk

duk
dt

is the maximum allowed change in control variables between base case
and kth scenario, Tk is time interval for corrective actions and duk

dt
is rate of

change of variables, Ls, Lm and Ll denote short-term (emergency), medium-
term and long-term (normal) limits, respectively. The limits Ls demarcate
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the short-term limits after the occurrence of a contingency and should be
met through the preventive actions itself. On the other hand, the medium-
term limit Lm is to be satisfied after the execution of predefined corrective
actions in the event of a contingency. The long-term limits Ll characterize
the normal operation and thus, might require one or more corrective actions
by the TSO.

The equations (5b, 5c), (5d, 5e) and (5f, 5g) represent the pre-contingency
scenario, the short-term post-contingency scenario and the medium-term
post-contingency scenario, respectively. The equality constraints reflected
in (5b, 5d, 5f) denote the AC power flow equations, while the inequality
constraints in (5c, 5e, 5g) represent the equipment limits as well as the op-
erational limits.

1.7.1 AC Optimal Power Flow Model

The optimal power flow formulations for the AC grid with N number of nodes
is given as follows [22]:

θr = 0 (6)

P g
i − P d

i =
∑

(i,j)εE∪ER

Pij ∀ i ε N (7)

Qg
i −Qd

i =
∑

(i,j)εE∪ER

Qij ∀ i ε N (8)

where θr represents the voltage angle of the reference bus, P g
i and Qg

i are the
generator active and reactive powers, P d

i and Qd
i depict the load active and

reactive powers and E and ER refer to the set of from and to edges in the
ac network, respectively.

Pij = gijU
2
i − gijUiUj cos(θ∆

ij )− bijUiUj sin(θ∆
ij ) ∀ (i, j) ε E ∪ ER (9)

Qij = −bijU2
i + bijUiUj cos(θ∆

ij )− gijUiUj sin(θ∆
ij ) ∀ (i, j) ε E ∪ ER (10)

θ∆
ij = θi − θj ∀ (i, j) ε E (11)

P 2
ij +Q2

ij = S2
ij,ac ∀ (i, j) ε E (12)

In above equations, gij & bij are the line conductances & susceptances
respectively, θ∆

ij is the phase angle difference and the bus voltages are repre-
sented by Ui∠θi.

26



Deliverable 3.1

Equations (7) and (8) define the nodal power balance equations of the
AC system, whereas equations (9) and (10) describe the voltage drop along
the lines. Equation (12) reflects the apparent power of the lines. The above
equations represent the equality constraints as given in Equation 5b.

The model constraints represent the generator capabilities, line thermal
limits, phase angle limits as well as the bus voltage limits.

i Generator limits
Pmin
g ≤ Pg ≤ Pmax

g (13)

Qmin
g ≤ Qg ≤ Qmax

g (14)

where Pmin
g , Pmax

g are the active power limits and Qmin
g , Qmax

g are the
reactive power limits.

ii AC Branch limits

Sminij,ac ≤ Sij,ac ≤ Smaxij,ac (15)

θminij ≤ θij ≤ θmaxij (16)

where Sminij,ac, Smaxij,ac are the rated power flow limits and θminij , θmaxij are
the phase angle difference limits.

iii AC Node limits
Umin
i,ac ≤ Ui,ac ≤ Umax

i,ac (17)

where Umin
i,ac , Umax

i,ac are the bus voltage limits.

1.7.2 Static DC Grid Model

For the purposes of a security-constrained optimization problem, the DC
branches are modeled using the steady-state representation in [23] and is
shown in Figure 8. The resistance rd of the single line is divided by the
number of poles pd to quantify for the equivalent resistance.

The power flow equations for DC branches d ε D between nodes e and f
such that e, f ε E is given as:

P dc
def + P dc

dfe = P dc,loss
d ∀ def ε τ dc, (18)
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rd/pd
P dc
def P dc

dfe

Figure 8: Static DC branch model [23].

where τ dc stands for the DC topology. A non negligible branch resistance
rsd ≥ 0 leads to the branch losses given by P d

d c, loss ≥ 0. The DC power flow
is bound by the ratings of the DC branches at both ends and is given as:

−P dc,rated
d ≤ P dc

def ,≤ P dc,rated
d ∀ def ε τ dc ∪ τ dc,rev, (19)

where τ dc,rev stands for the reverse order of DC nodes.

i Branch Flow Model: The power flow on the DC branches is ex-
pressed explicitly through the branch current as follows:

P dc,loss
d = (

rd
pd

).(Idcdef )
2 ∀ def ε τ dc, (20)

P dc
def = Udc

e .I
dc
def ∀ def ε τ dc, (21)

−Idc,ratedd ≥ Idcdef ≥ Idc,ratedd ∀ def ε τ dc (22)

In above equations, P dc
def is the power flow on dc line from dc node e to f

and P dc
dfe is the power flow in the opposite direction. The corresponding

current variables are Idcdef and Idcdfe, such that Idcdef+Idcdfe = 0. The voltage
magnitude of dc node e is given by Udc

e .

ii Bus Injection Model: The BIM representation of the dc line is given
by:

P dc
def = pd · gsd · Udc

e · (Udc
e − Udc

f ) ∀ def ε τ dc ∪ τ dc,rev, (23)

where Udc
f is the voltage of node f and gsd =

1
rsd

, the series conductance
of the dc branch d.
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1.7.3 Static AC/DC Converter Station Model

A typical model for the AC/DC converter station is considered as per [23] and
shown in Figure 9. It comprises of the converter transformer (with tap and
series impedance), a filter as a shunt susceptance, a phase reactor as series
impedance and the AC/DC converter. While the power electronic converter
is an active component, the others are passive in nature. The converter
may be of LCC, VSC or MMC configuration. The AC side of the converter
station has a complex voltage given by Ui=Umag

i ∠θi and the dc side has a real
voltage given by Udc

e . There are also two internal voltages for the converter
station demarcated by U f

c =U f,mag
c ∠θfc at the filter and U cv

c =U cv,mag
c ∠θcvc at

the power electronic converter, respectively. The converter topology is given
by τ cv.

converterphase
reactor

filter

transformer

+jQcv,ac
c

∼
=

c

i e
P cv,dc
cP cv,ac

c

Ui Udc
e

= U f,mag
c ∠θfc

bfc

zprcztfc

U f
c U cv

c
= U cv,mag

c ∠θcvc

jQf
c

P tf
cie

P pr
cieP tf

cei
P pr
cei

+jQpr
cie +jQpr

cei

= Umag
i ∠θi

+jQtf
cie +jQtf

cei

Figure 9: Converter station model [23].

The equations for the individual components are given as follows:

i Transformer: The transformer is represented by equivalent admit-
tance of ytfc = gtfc + jbtfc . The voltage magnitude transformation fac-
tor (tap tc) has also been taken into consideration as tap setting of
converter transformer influences the voltage control performance of the
HVDC station. The power flow through transformer can be represented
as:

29



Deliverable 3.1

P tf
cie = gtfc (

Umag
i

tc
)2 − gtfc

Umag
i

tc
U f,mag
c cos(θi − θfc ) (24)

−btfc
Umag
i

tc
U f,mag
c sin(θi − θfc ) ∀ cie ε τ cv

Qtf
cie = −btfc (

Umag
i

tc
)2 + btfc

Umag
i

tc
U f,mag
c cos(θi − θfc ) (25)

−gtfc
Umag
i

tc
U f,mag
c sin(θi − θfc ) ∀ cie ε τ cv

P tf
cei = gtfc (U f,mag

c )2 − gtfc U f,mag
c

Umag
i

tc
cos(θfc − θi) (26)

−btfc U f,mag
c

Umag
i

tc
sin(θfc − θi) ∀ cie ε τ cv

Qtf
cei = −btfc (Umag

c )2 + btfc U
f,mag
c

Umag
i

tc
cos(θfc − θi) (27)

−gtfc U f,mag
c

Umag
i

tc
sin(θfc − θi) ∀ cie ε τ cv

If the transformer is absent, or if ztcf ≈ 0, the equations for lossless
component are used:

P tf
cie + P tf

cei = 0 ∀ cie ε τ cv (28)

Qtf
cie +Qtf

cei = 0 ∀ cie ε τ cv (29)
Umag
i = U f,mag

c ∀ cie ε τ cv (30)
θfc = θi ∀ cie ε τ cv (31)

ii Filter: The reactive power of shunt capacitance having susceptance bfc
is given by:

Qf
c = −bfc (U f,mag

c )2 ∀ cie ε τ cv (32)

The nodal balance equations between the filter capacitance, phase re-
actor and transformer are as given below:

P pr
cie + P tf

cei = 0 ∀ cie ε τ cv (33)

Qpr
cie +Qtf

cei +Qf
c = 0 ∀ cie ε τ cv (34)
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iii Phase Reactor: The phase reactor impedance (zprc ) and admittance
(yprc ) are given by the following:

zprc = rprc + jxprc (35)

yprc =
1

zprc
= gprc + jbprc (36)

As the phase reactor can be considered as a transformer with tap ratio
equal to 1, hence the equations (24) - (27) can be used for phase reactor
with loss and lossless configurations, respectively.

iv AC/DC Converter: The power flow capabilities for the AC/DC con-
verter are envisaged through the limits given as:

P cv,ac,min
c ≤ P cv,ac

c ≤ P cv,ac,max
c ∀ cie ε τ cv (37)

Qcv,ac,min
c ≤ Qcv,ac

c ≤ Qcv,ac,max
c ∀ cie ε τ cv (38)

(P cv,ac
c )2 + (Qcv,ac

c )2 ≤ (Scv,ac,ratedc )2 ∀ cie ε τ cv (39)

The active power injected by converter into dc grid is modeled as
P cv,dc
c (defined at dc bus of converter). This power must also be within

the limits specified for the dc side:

P cv,dc,min
c ≤ P cv,dc

c ≤ P cv,dc,max
c ∀ cie ε τ cv (40)

Also,
P cv,ac
c +Qcv,dc

c = P cv,loss
c ∀ cie ε τ cv (41)

For the converter losses,a parameterized model is considered as follows:

P cv,loss
c = acvc + bccv · Icv,magc + cccv · (Icv,magc )2 ∀ cie ε τ cv (42)

where acvc ≥ 0W, bcvc ≥ 0 (W/A), ccvc ≥ 0 (Ω) and Icv,magc is the current
magnitude on ac side of converter. This current can be defined using
active and reactive power injection as well as ac side voltage of converter
as per the following equations:

(P cv,ac
c )2 + (Qcv,ac

c )2 = (U cv,mag
c )2(Icv,magc )2 ∀ cie ε τ cv (43)

The ac side current of the converter is bound by the rated current limits
as:

Icv,magc ≤ Icv,ratedc ∀ cie ε τ cv (44)
U cv,min
c ≤ U cv,mag

c ≤ U cv,max
c ∀ cie ε τ cv (45)
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where U cv,mag
c is voltage magnitude at ac bus of converter. Similar to

the ac side, the dc converter current is also bound by limits.

P cv,dc
c = Udc

e · Icv,dc,magc ∀ cie ε τ cv (46)
Icv,dc,minc ≤ Icv,dc,magc ≤ Icv,dc,maxc ∀ cie ε τ cv (47)

For the LCC configuration of the converter, the active and reactive
power are linked through the given relation:

P cv,ac
c = cosϕc · Scv,ac,ratedc ∀ cie ε τ cv (48)
Qcv,ac
c = sinϕc · Scv,ac,ratedc ∀ cie ε τ cv (49)

where ϕc in above equations is the thyristor firing angle and is given
by 0≤ ϕminc ≤ ϕc ≤ ϕmaxc ≤ π.

1.7.4 Nodal Balance Equations

Finally, the nodal equations for the AC/DC grid are given as follows:∑
P g
i +

∑
P c,ac
i +

∑
P ac
ij +

∑
gU2

i −
∑

P d
i = 0 ∀ i ε Nac (50)∑

Qg
i +

∑
Qc,ac
i +

∑
Qac
ij +

∑
bU2

i −
∑

Qd
i = 0 ∀ i ε Nac (51)∑

P g
i +

∑
P c,dc
i +

∑
P ac
ij +

∑
gU2

i −
∑

P d
i = 0 ∀ i ε Ndc (52)

The above formulations for the AC/DC grid aim at minimizing the objective
function of the generation costs and is given as follows:

minimize :
∑
iεN

c2i(<(Sgi ))2 + c1i(<(Sgi )) + c0i (53)

where c0, c1 and c2 represent the generation cost coefficients.

The above security-constrained optimization is characterized as a non-
convex, non-linear optimization problem of huge computational size and
large number of both continuous and discrete variables. With non-convex
optimization, one has to choose between either solving problems with lesser
computational time but locally optimal results or else globally optimal solu-
tion but with larger computational times [24]. Thus, the current practice in
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the electricity industry is to use the so-called DC OPF approximation for this
problem. However, such an approximation completely ignores the important
aspects of power flow, such as the reactive power and voltage magnitudes
and may lead to inexact results. Thus, various convex relaxations of the
actual non-linear problem have been established in the literature in order
to achieve globally optimal solutions within lesser time. Prominent among
these are the semi-definite programming (SDP), the quadratic convex (QC)
and the second order cone (SOC) relaxations [22].

In order to implement a framework for reliable operation of AC/DC grids
in short-term time frames and under the impact of uncertainty, firstly the
inclusion of security constraints into the AC/DC grid optimal power flow
model is envisaged. With a view to reduce computational burden and to
obtain globally optimal solution for the large-scale mixed integer non-linear
problem, different relaxations may be applied and the results thereof ana-
lyzed. The next main objective would be to identify a risk-based reliability
criterion that ensures optimal trade-off between the cost of measures and
cost of associated risks. Finally, the application of the risk-based reliability
criterion to multiple time frames of short-term grid operation would be real-
ized through the implementation of the multi-stage SCOPF as discussed in
Equation (5). Such a flexible framework would represent the decision mak-
ing process of transmission system operators and allow them to find better
operational procedures than those being applied today.
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2 Power System Stability

Nathalia Campos (supervised by Jef Beerten)

Power systems are continuously being subjected to disturbances, some of
which are small such as continuous changes in the demand and others which
can be severe as is the case of a fault or loss of a generation unit. The grid
must be capable, however, to operate in these continuously changing condi-
tions so as to guarantee continuity in the energy supply. When a disturbance
occurs, it shifts the system from its initial operating point and it must adjust
to the new operating conditions. In this context, power system stability can
be regarded as the ability of the system to return to a state of equilibrium
after being subjected to disturbances [3].

Figure 10 provides an overview of a traditional classification of power
system stability. AC system stability is divided broadly into rotor-angle, fre-
quency and voltage stability according to the physical nature of the stability
problem and the main system variables in which it can be observed. These
categories are further subdivided according to the size and time span of the
disturbance. A short description of each class of stability problem is provided
below:

Rotor-angle stability: In a synchronous system, several generators are
rotating with the same frequency and the mechanical speed of their rotors
are synchronized to this frequency. Rotor-angle stability is then defined as
the ability of the synchronous generators to remain synchronized after the
grid is subject to a disturbance [25]. If the disturbance is considered small,
the stability problem is named small-signal stability since it can be studied
by linearizing the equations that describe the system around an operating
point. On the other hand, if the disturbance is severe, the system can no
longer be considered linear. In this case, the machines suffer large rotor
angle excursions and must return to an equilibrium point. This is known as
transient stability;

Voltage stability: In addition to the rotor angles, disturbances might also
affect the voltage on the grid nodes. Voltage stability is then defined as the
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ability of power systems to maintain acceptable voltage levels at its buses
when a disturbance occurs;

Frequency stability: Similarly, frequency stability is the ability of the
power system to maintain a stable frequency when the system is under a
disturbance that creates an imbalance between generation and load.

Figure 10: Classification of stability in power systems [25].

Up to this point all the stability problems discussed refer exclusively to
AC systems. However, the introduction of DC systems brought with it new
stability concerns that have not been fully understood yet. Some of them
have been already identified such as DC voltage collapse, DC oscillations
and DC energy equilibrium, and others are yet to be determined [26]. It is
clear that, in the future, there will be a need to extend the classification of
stability to also include emerging issues, both in AC and DC power systems.
A preliminary extension is illustrated in Figure 11.

2.1 Timescales of power system phenomena

Traditionally, power system transients have been classified into electromag-
netic and electromechanical phenomena. Electromagnetic transients are as-
sociated with the energy exchange between inductances and capacitances of
the system while electromechanical transients are due to exchanges between
the mechanical energy stored in the rotating masses of machines and the
electrical energy in the network [27]. Figure 12 illustrates the different power
system phenomena and their corresponding timescale and classification.
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Figure 11: Extended classification of stability in AC and DC power systems
(after [26]).

Even though there is a gray zone in the classification of disturbances,
it can be said broadly that electromagnetic transients are associated with
frequencies above the nominal frequency. They are usually studied using a
class of programs known as Electromagnetic Transient Programs (EMTP)
where components are modeled in detail and small time steps are used in the
simulation. Because of the detail level, these models tend to be valid within
a larger frequency range. On the other hand, electromechanical transients
are commonly associated with sub synchronous frequencies and are studied
using electromechanical stability programs, also known for historical reasons
as transient stability programs. The models used in these programs make use
of simplifying assumptions and due to that, they are valid only on a restricted
frequency range. The advantage of this type of tools is that a larger time
step can be used, making it suitable for the study of large power systems and
for operational studies that must be computed in a short time.

2.2 Challenges of dynamic stability assessment

In traditional grids, the dynamic behaviour of the system is dictated mainly
by the behaviour of its synchronous machines. However, in later years, power
systems have seen an increase in the amount of power-electronic interfaced
devices due to the growing use of renewable energy sources, high voltage
direct current (HVDC) transmission and flexible alternating current trans-
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Figure 12: Timescale for power system phenomena [27].

mission system (FACTS) devices. These devices increase the overall grid
controllability, but also create new challenges when it comes to understand-
ing how the power system behaves, how to model the problems and how it
should be operated.

As the number of power electronic devices present in the power system
increases, there is a risk that they will not only interact with the grid but
also between each other [28], [29]. These interactions can be undesirable,
especially when they could eventually lead the power system to an unstable
state.

Power electronic converters have several control loops, some of which
present slow dynamics, such as the active and reactive power controls; and
others that are faster and can have a large bandwidth, as is typically the
case for the inner current controls and the phase locked loop (PLL). Due to
the large bandwidth of such controllers, the converter could interact with the
grid at its resonant frequencies, possibly leading to harmonic instability [29].
This problem has already been observed in practical installations, as was the
case in the BorWin1 HVDC system that connects an offshore wind farm to
the onshore AC grid [30]. In addition to that, having a high penetration
of power electronic interfaced sources is known to decrease the total system
inertia and the power system strength. These, in turn, can create dynamic
issues such as frequency and voltage instabilities and affect power quality
[31].
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The increased number of power electronic devices in the grid has blurred
the traditional distinction of which type of simulation software is appropriate
for different system studies. More in particular, the high frequency interac-
tions between converters and between converters and the grid are making
that models that were previously considered to be valid for typical stability
studies might no longer be valid [32], [31]. On the other hand, modelling a
large power system in detail using models suitable for a large frequency range
might not only be prohibitive in terms of computation time but could also
require details about components that might not be available due to pro-
prietary restrictions. Therefore, further research is necessary to determine
what types of studies can be performed with each tool and to what extent
the models used today are accurate.

2.3 Power system simulation for transient stability stud-
ies

In order to be able to simulate large-scale power systems composed of several
components it is necessary to ensure that the computational time required
to simulate the full system is maintained within reasonable limits. There
are several approaches to reducing the simulation time. These range from
increasing computational capacity and using more efficient numerical com-
putation techniques to making simplifications in the power system and using
approximations to represent components.

The basic principle behind time-domain simulations of power systems
consists in representing components, control systems and the network topol-
ogy by a set of algebraic and differential equations. Simulation programs
use numerical integration techniques to solve the differential equations that
characterize the power system components and provide the solution for the
system variables.

The speed of numerical integration techniques depends, among other fac-
tors, on the step size used. For a fixed simulation time, the smaller the
simulation time step, the more calculations will be required to simulate the
response of the power system. The maximum simulation time step ∆tmax
that can be used while still being able to obtain accurate results is dependent
on the frequency content of the signals involved. According to the Nyquist
criterion,
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∆tmax =
1

2fmax
, (54)

where fmax is the maximum frequency component of the signal. In addi-
tion to that, a safe margin must also be considered in order to account for
the fact that the studied signals might not always be bandlimited and the
highest frequency might not be well known before the simulation [33]. One
of the modelling techniques that allow the use of a larger time step is the
approximation of system variables such as voltages, currents and fluxes by
quasi-stationary phasor representations.

This representation supposes that the network signals are subject to only
small frequency variations centered at the nominal frequency. This assump-
tion is considered valid when the studies are restricted to slow dynamic phe-
nomena. In this case, the use of phasors allows the 50 or 60 Hz signal to
implicitly be filtered out of the response, leaving only the slow electromechan-
ical oscillations in the signal. Since these oscillations have a low frequency in
traditional power systems, the maximum frequency observed in the signal is
reduced, which ultimately allows for an increase in the simulation time step
size, resulting in a gain in simulation speed. In the next sections the details
regarding phasor-based approach are discussed and the modelling of some of
the power system components are presented to illustrate the concept and its
assumptions.

2.3.1 Phasor-based modelling

Phasor-based modelling, also known as root mean square (RMS) modelling,
consists of a modelling technique in which phasors are used in the formulation
of models for some of the power system components. In general, a phasor
can be defined as a complex number that represents the magnitude and angle
of a sinusoid [34]. Phasors are defined for sinusoids at a single frequency
and can be used to represent steady-state signals in power systems. This
is because ideally in steady-state, power system variables such as voltages,
currents and fluxes present a sinusoidal behaviour with a single frequency
component corresponding to the system nominal frequency ω0. The use of
phasors is not limited, however, to steady-state studies. They can be used
to approximate signals that only deviate slightly from a sinusoid at nominal
frequency. This is the case when a perturbation occurs in the power system
and other frequency components appear in the signals. If the oscillations
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created are slow compared to the system frequency, a low-frequency pulsation
is superposed to the sinusoid at nominal frequency and the low frequency
oscillations are perceived as variations in its "envelope". For this reason,
the resulting time-domain signal can be regarded as a modulated signal with
carrier frequency ω0 as illustrated in Figure 13.

Figure 13: Comparison between instantaneous and phasor variables [35].

These phasors were originally named time-varying phasors since the am-
plitude and phase vary in time to represent the pulsation observed in the
sinusoid. Mathematically, a modulated time-domain signal e(t) of the form

e(t) = E(t)cos(ω0t+ δ(t)) (55)

can be represented as a phasor ê(t) by the expression [36]:

ê(t) = E(t)ejδ(t). (56)

It is also possible to perform the inverse operation and obtain the original
signal from its phasor representation by

e(t) = <[ê(t)ejω0t]. (57)

2.3.2 The quasi-stationary assumption

The use of phasors can simplify the modelling of basic circuit elements. The
application and modelling considering the quasi-stationary assumption will
be demonstrated below for the illustrative case of a capacitance and induc-
tance respectively.
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The differential equation describing the relationship between voltage and
current for a capacitor is given by

iC(t) = C
dvC(t)

dt
. (58)

Equation (57) can be used in (58) leading to

<{̂iC(t)ejω0t} = C
d

dt
<{v̂C(t)ejω0t}. (59)

Considering that < is a linear operator, the resulting equation is

îC(t) = C
d

dt
v̂C(t) + jω0Cv̂C(t). (60)

For steady state phasors, dv̂C(t)/dt = 0 since the magnitude and phase
of the phasors are constant. If these quantities are instead time-varying, this
is no longer valid but the approximation dv̂C(t)/dt ≈ 0 can be made if it is
assumed that these quantities typically vary with a slow frequency for the
studies under consideration.

In that case, the phasors are called quasi-stationary and the capacitor
equation can be simplified to the algebraic form used in steady-state analysis:

îC(t) = jω0Cv̂C(t). (61)
The same analysis can be applied to the inductor equation, resulting in

v̂L(t) = jω0LîL(t). (62)
Equations (61) and (62) are well-known expressions used for capacitors

and inductors in the phasor domain. The main advantage being that the
relationship between voltage and current becomes algebraic and no longer
represented by differential equations. The phasor equations for basic circuit
elements are implicitly used later when deriving models for the network,
including transmission lines and loads.

2.4 Modelling of power system components for stability
studies

When using the quasi-stationary assumption, the network is modelled using
phasors instead of differential equations as is usual in electromagnetic tran-
sient simulations. Due to that simplification, only frequencies close to the
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system frequency are captured. For the synchronous machines, the differen-
tial equations representing stator flux dynamics are neglected and the stator
terminal voltage is represented by phasors. Only slow dynamics are included,
corresponding to the rotor, mechanical equations, turbines, power frequency
controllers, etc. The general structure of the simulation framework using
phasor-based modelling is illustrated in Figure 14.

Figure 14: Structure of a transient stability simulation [25].

Mathematically, the overall system is described by a set of differential
and algebraic equations of the form

ẋ = f(x,V ), (63)

I(x,V ) = YNV , (64)

where x is the state vector of the system, V is the vector of the node voltages
and I is the vector of currents injected in the nodes and YN is the admittance
matrix representing the network and loads.

The remainder of this section illustrates the application of the phasor-
based modelling to respectively a synchronous machine, a transmission line,
the entire AC network and a converter.
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2.4.1 Synchronous generators

In the case of a synchronous machine, the choice of the mathematical order
of the model (representing the number of state variables used to describe its
dynamic behaviour) to be used is dependent on the type of stability study
being developed and how close the generators are to the disturbance. As
an illustration, the classical second order model, also known as "voltage be-
hind transient reactance" model can be used to represent remote machines
or equivalent parts of the system that are not detailed [37]. In cases where
a more detailed model is needed, the fourth order two axis model provides
a compromise between simplicity and accuracy and it is one of the most
commonly used models in stability analysis [38]. A summary of typical syn-
chronous generator modelling using phasor-based assumptions is provided
below.

Mechanical equations The speed of a synchronous machine depends on
the balance between the mechanical torque applied and the opposing elec-
tromagnetic torque. The differential equations representing the machine’s
mechanical behaviour are given by

dδ

dt
= ωr − ω0, (65)

dω

dt
=

ω0

2H
[T̄m − T̄e −KD∆ω̄r], (66)

where T̄m and T̄e are the mechanical and electromagnetic torques, respec-
tively, δ is the rotor angle, KD is the damping factor.

Equation (66) is commonly referred to as the swing equation since it
represents the swings in the rotor angle when a disturbance occurs. These
equations are typically present in all generator models, regardless of their
overall model order.

Stator electrical equations Starting from the dynamic description of the
stator electrical equations in the dq-frame, the evolution of the flux linkages
over time are given by [37]

ed =
d

dt
ψd − ψqωr −Raid, (67)
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eq =
d

dt
ψq + ψdωr −Raiq, (68)

where ψd and ψq are the flux linkages, id and iq are the stator currents, Ra

is the armature resistance and ωr is the rotor speed.
In transient stability simulations a number of assumptions are made: (i)

in order to be consistent with the simplifications applied to the surrounding
AC network, the terms dψd/dt and dψq/dt representing the stator transients
are neglected, by which the stator electrical equations become algebraic; (ii)
the effects of speed variation on the stator voltage are neglected by assuming
that ωr remains constant. Applying these simplifications to (67)–(68), the
following set of equations is obtained:

ed = −ψq −Raid, (69)

eq = ψd −Raiq. (70)

Magnetic equations Magnetic equations relate the stator fluxes and cur-
rents to the field voltage. There are several models available and the order
of the model depends on the number of state variables considered. As an
example, Figure 15 illustrates the equivalent circuits for d- and q-axis for the
two axis model commonly used in stability analysis.

Figure 15: Equivalent machine circuit for d- and q-axis [25].

2.4.2 Transmission lines

As far as transmission lines are concerned, it is common practice to represent
them by the lumped equivalent-π model, with all parameters evaluated at the
nominal frequency (50 or 60 Hz). This model is obtained by considering that
for short lines, the transmission line’s series impedance can be lumped and
represented by Z. This is equally done for the shunt admittance, which is
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lumped with half of the overall value placed at both ends of the transmission
line model, resulting in the admittances Y/2. This is illustrated in Figure
16.

Figure 16: Lumped π circuit model for a transmission line [39].

By evaluating the parameters at nominal frequency, this model thus im-
plicitly assumes that the relevant frequency content of the signals are mainly
located around nominal frequency and do not deviate considerably from it.
Detailed calculation of the parameters Z and Y can be found in [39].

2.4.3 Network

The quasi-stationary assumption allows simplifications to the representation
of the AC network, including transmission lines, transformers and static
loads. By using the assumption that signals present only slow dynamic re-
sponses and that the dynamics of interest do not deviate significantly from
the nominal frequency (or put differently, only represent slow variations from
this carrier frequency signal), the network can be represented by a constant
admittance or impedance matrix calculated at the nominal frequency. That
means that the network is represented by algebraic equations instead of dif-
ferential equations, which simplifies significantly the study of large systems.
The resulting node admittance matrix for transmission lines is represented
by the equation below [25].

Î1

Î2

· · ·
În

 =


Y11 Y12 · · · Y1n

Y21 Y22 · · · Y2n

...
... . . . ...

Yn1 Yn2 · · · Ynn




V̂1

V̂2

· · ·
V̂n

 , (71)
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where
n is the number of nodes,
Îi is the current phasor flowing into the node,
V̂i is the node voltage phasor,
Yij is the mutual admittance between nodes i and j,
Yii is the self admittance of node i.

2.4.4 Converters

In a phasor-based simulation, the Voltage Source Converter (VSC) can be
modelled in a rudimentary form by a controlled voltage source on the AC
side and a controlled current source on the DC side, with active power being
conserved between the sides [40]. A circuit diagram for this simplified VSC
model is illustrated on Figure 17.

Figure 17: Simplified phasor-based model for a VSC [40].

AC side The controlled voltage source ÛAC is given by the expression

ÛAC = (Pm,Re + jPm,Im)

√
3

2
√

2
UDC , (72)

where Pm,Re and Pm,Im are the real and imaginary components of the mod-
ulation index and UDC is the DC voltage. Here the modulation index P̂m =
Pm,Re+jPm,Im is represented as a phasor using a global reference frame which
can be set as a reference machine, voltage source or external network.

The equation that represents the AC-side dynamics is given by

ÛAC = Ûgrid + (R + jX)ÎAC . (73)
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Coupling between AC and DC sides One of the ways to represent
the coupling between the AC and DC sides is through the power balance
equations. This can be expressed mathematically as

PAC = <(ÛAC Î
∗
AC) = UDCIDC = PDC . (74)

DC side The DC side of the converter model is composed of the controlled
current source and a capacitance. For a two- or three-level VSC, the capac-
itance is equivalent to that of the installed capacitor bank on the output of
the DC side while for the MMC the capacitance is the equivalent capacitance
of the submodules and it can be written as a function of the number N of
submodules and the submodule capacitance CSM as

Ceq =
6CSM
N

. (75)

Due to the capacitances, the voltage UDC on the DC bus can be considered
stable. Therefore, from the power balance equations, the converter acts as a
current source given by the expression [41]

IDC =
Ud
ACI

d
AC + U q

ACI
q
AC

UDC
. (76)

Control system Given the focus on slow electromechanical dynamics, it is
common to only take into account the control loops that have an influence on
the corresponding dynamics. As a result, low-level controls are typically not
included in the modelling and only the high-level controls are implemented
[40]. Further simplifications can be obtained by neglecting the dynamics of
the inner current controller. The reason for this choice is that the time steps
used in RMS simulation programs are large enough such that the dynamics
of the faster controllers have usually died out [41]. The current controller is
then represented by solving Equation (73) for the current ÎAC [42].

Summary

The increase in the number of power electronic-interfaced devices in the grid
has improved the overall grid controllability but, in turn, gave rise to dy-
namic issues that could eventually take the system to instability. This has
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blurred the traditional distinction of which type of simulation software is ap-
propriate for different system studies. In view of that, this section provided
an overview of power system stability and some of the challenges that arise
when studying AC/DC grids with the traditional software tools available.
The principles behind the traditional phasor-based modelling were reviewed
and it is highlighted that this approach is only valid for studying low fre-
quency oscillations. Lastly, a summary was provided of the most commonly
used phasor-based models for the main AC/DC power system components:
synchronous generators, transmission lines, network and converters. Further
research is still necessary to determine what types of studies can be performed
with each simulation tool and to what extent the traditional phasor-based
models used today are accurate for studying AC and DC systems.
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Part III

Protection
3 Power System Protection
This section starts by covering essential regulation which the TSOs follow,
focusing on the voltage and frequency values which should be respected. The
second section covers generic requirements for both AC and DC power system
protection.

3.1 Transmission System Operator (TSO) Regulation

The aim for this section is to present the main entities responsible for the Eu-
ropean Energy network guidelines and regulation, focusing on the operational
values acceptable for the Transmission Network Operation and Protection.

As part of the EU’s Third Legislative package for energy, the regulation
EC No.714/2009 was created, setting out rules for governing access to the
network for electricity cross-border exchanges, to ensure the proper function
of the EU’s internal electricity market [2]. In this context the European
Network of Transmission System Operators for Electricity (ENTSO-E) and
the Agency for the Cooperation of Energy Regulators (ACER) were created
to develop the European Network Codes and Guidelines (rules of operation)
which are then adopted by the European Commission (see Figure 18 below)
and later on implemented by the member TSOs. These rules seek to ensure
there security of supply, competitiveness and affordable energy for Europe’s
electricity transmission systems.
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Figure 18: Regulatory relationship between European Energy entities.

The Figure 19 captures some of the main regulations and guidelines for
the European Energy Transmission Operators, with a example of specific
regulation from Portugal.

Figure 19: Main Energy and Energy Transmission Regulation in Europe.

The “Guidelines on Electricity Transmission System Operation” [3, 2] de-
fine operational targets for Transmission system operation. This section will
be focused on the generic values for the basic parameters of networks (volt-
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age limits and frequency quality). This means that some TSOs may adopt
different values if they fulfill the exceptions criteria listed in the Guidelines
(when applicable).

Voltage Requirements

• Table 1 and 2 define the normal voltage levels for steady-state at the
connection points of the transmission systems and as operational secu-
rity limits, as defined in Article 27 [2];

• The p.u. allows each TSO to define the values based on their voltage
base;

• The requirements covered exclude contingency scenarios.

Table 1: Voltage range at the connection point between 110 kV and 300 kV.

Table 2: Voltage range at the connection point between 300 kV and 400 kV.
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Frequency Quality

• Article 127 defines the frequency quality values [2];

• The nominal frequency for all synchronous areas shall be 50Hz;

• Table 3 defines the frequency quality parameters based on Article 127;

Table 3: Frequency quality parameters for synchronous areas.

3.2 Power system protection requirements

3.2.1 Generic Requirements

When selecting a protection component or strategy for the grid, it must
fulfill the following generic protection requirements [5]:

• Reliability: It is closely linked to dependability and security. De-
pendability relates to the correct action of the protection against faults
which require intervention. Security implies that protections will not
act when not required to.

• Speed: The protection must act fast to avoid damages to equipment
or components, which is achieved by limiting the fault current within
the maximum interruptible current and limiting the impact of the dis-
turbance on the network.
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• Sensitivity: Every fault must be detected.

• Selectivity: Only the faulty area and/or components of the system
must be isolated. This can be achieved by defining selectivity zones.

• Robustness: The protection system must be able to operate even
in degraded situations. Redundancy of protections is often used for
achieving this requirement.

• Stability: After clearing the fault, the system must return to a stable
operation within an acceptable time frame.

The main goals of a protection unit are to locate and isolate the fault
in the shortest time possible, to minimize the impact of the fault on the
equipment they are protecting, but also to allow re-energizing if the fault has
been cleared.

3.2.2 DC Protection Requirements

DC system protection is an important part for a DC grid. The basic re-
quirements for DC protection are the same as for the AC system. However,
due to the different characteristics between AC and DC systems, DC system
protection shows more challenges than that in AC systems.

• DC protection components: DC fault currents have no zero-crossings.
Traditional circuit breaker cannot interrupt the fault current. The de-
vices that will be used to clear DC faults should be developed for DC
protection systems. DCCBs are more complex and costly than conven-
tional ACCBs.

• Speed: DC systems have lower impedance than AC systems. And the
propagation of DC faults is faster in a DC grid than that in a AC grid.
The protection system should clear the DC fault in several milliseconds
(5-10ms).

• Fault locating: Due to the fast propagation speed of DC faults, most
parts of a DC grid can see the faults. The methods to discriminate a DC
fault and locate a DC fault is important for a DC protection system.
The time that can be used to locate a DC fault in DC networks is more
critical than that in AC networks.
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4 Protection of AC Transmission Systems

Emily Maggioli (supervised by Hélder Leite)

This section aims to initially provide a high level overview of AC system
components, relay protection schemes and typical fault clearing progress.
Then focusing on transmission network relay testing and existing models
and software. And finally summarizing some of the findings on the inter-
action between AC-DC networks, focusing on HVDC / VSC impact on AC
transmission protections. The importance of performing this investigation
is relevant given the changes network paradigm with increased distributed
production, investment in offshore wind-farms, but also because of discus-
sions about interconnected country grids through HVDC technologies, which
is happening in Europe and around the globe [1] (e.g. EUA GCCIA and
UAE).

4.1 Challenges for AC Transmission Protections and
Systems

Below are listed some of the questions identified regarding hybrid transmis-
sion networks, focusing on the interaction of HVDC and VSC technologies
on AC Protection.

A. Hybrid system simulation and interactions:

• Dual operating mode for protections: This issue has been identified for
the microgrids, as there is a difference in the magnitudes of short-circuit
current in grid-connected and islanded modes [7]. This dual operation
mode could be relevant for wider grid studies when there is black start
and the system transitions from a weak power system to a strong one.

• Inertialess systems and stability of the AC Network: The AC system
stability is governed by the synchronous machine capacity. However
with the increase of inertialess system, the effect on the AC grid sta-
bility is unknown.

59



Deliverable 3.1

• Impact of controller gains on AC protections [8]. Challenges to the
existing networks in different aspects including steady state, dynamic,
and transient stability [40].

• Interactions between AC-DC networks: Numerous studies have been
made on the interaction, but it is not fully known the extent of the
interaction between the grids and the impact on power system protec-
tion of the connected countries (including the communication networks
between relays and operators, or between relays).

B. Network modelling and Relay testing:

• Simplifications for studying AC-DC Grids: Generally for the analysis
of AC or DC grids, there are simplifications made to the grid which is
not the focus of the study. One of the points raised by [9] is to question
the results obtained using simplifications, if there are any interactions
which are being missed due to the simplifications made in studies.

• Testing relays in more realistic scenarios to verify relay parameters and
real behaviour [10] - the authors have found some mis-match between
the expected behaviour and the actual behaviour, which could lead to
disturbances in the network.

4.2 AC Protection components

4.2.1 Basic components

The basic power system protections are generally composed by: Voltage and
Current Transformers (VT and CT), Relays, Fuses, Circuit Breakers (CB),
DC batteries (Table 4). It should be noted that some of the components
used may vary depending on the network voltage.

4.2.2 Relay Protection Schemes

The aim of this section is to give a short overview of the main relay schemes
and their application, as well as relevant guidelines for Transmission net-
works.

Based on literature review [11], [13], [15], there seem to be a variety of
ways for classifying relay schemes, which are captured in the table below
(Table 5).
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Table 4: Power system protection basic components [5].

Table 5: Relay classification simplified overview.

Some of the basic operating principles of relays are covered below:

• Differential
The differential protection, as the name suggests is based on the differ-
ence between voltage or current between two circuits (using the same
unit for comparison). Figure 20 illustrates an example of a pilot cur-
rent differential protection, as the information is compared between the
two relays (local and remote relay) via the communication link. When
there is no fault, the difference is equal to zero or to the tapped loads
on the line. In reality these measurements can contain errors due to
CT errors, ration mismatch and line-charging currents.
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Figure 20: Pilot current differential protection of a transmission line [11].

The example below shows a non-pilot current differential protection
scheme (Figure 21).

Figure 21: Non-pilot current differential protection of a transmission line
[16].

• Level Detector
Over-current detection can be achieved through a level detector relay
and is considered the simplest form of protection. The relay trips the
circuit breaker when the current is above a defined setting, known as
the pickup value, based on the fact that the fault current is always
greater than the operating current [13].
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Figure 22: Level protection [13].

• Distance
On transmission lines and feeders, the length, voltage, and configu-
ration of the line may make this principle uneconomical. Instead of
comparing the local line current with the far-end line current, the re-
lay compares the local current with the local voltage. This, in effect,
is a measurement of the impedance of the line as seen from the re-
lay terminal. An impedance relay relies on the fact that the length of
the line (i.e., its distance) for a given conductor diameter and spacing
determines its impedance [13].

• Magnitude
Under/over voltage and over-currents can be detected using the mag-
nitude detection principle.

Figure 23: Magnitude comparison relaying for two parallel transmission lines
[13].

The principle is based on the comparison between one or more quan-
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tities with each other, including a defined tolerance. If the defined
magnitude is excited then this will trip the relay. For example, com-
paring the current magnitude of two lines, IA and IB, if |IB|+ X (where
X is a suitable tolerance) an the line B is not open, the relay would
detect a fault on the line if this value was exceeded (|IB|+ X) [13].

• Protection zones
The figure below shows the typical relay primary protection zones (Fig-
ure 24).

Figure 24: Typical relay primary protection zones [16].

For further details about applying relays to Transmission Networks, IEEE
developed the “Guidelines for Protective Relay Applications to Transmission
Lines” [11], which goes into further detail of the protection scheme variants
and network variables considerations.

4.2.3 The Portuguese Transmission Network - Example

The section above listed the possible protection schemes available and the
typical classifications made for protection relays. This section now aims
at showing an example of the Portuguese transmission network, listing the
specific protection schemes used in a real world context, based on [14].
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• Differential protection;

• Distance protection;

• Pilot protection;

• Phase magnitude;

• Directional earth protection;

• MHO;

• Circuit breaker function;

• Switch-on-to-fault;

• Re-connection function;

• Synchrocheck (function checking the synchronism in the system).

4.3 AC Network fault time frame and fault clearing
progress

This section intents to give a brief overview of fault propagation and fault
clearing windows available in AC Transmission networks.

Figure 25: Typical fault clearing time frame [5].
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Figure 26: Behaviour under fault conditions [5].

In AC grids, the fault clearing time is limited by the synchronous genera-
tors ability to keep the synchronism. The critical clearing time is typically in
the order of hundreds of milliseconds [6]. The total “fault clearing” is made
up by the relay time (detect and trigger the CB) and the CB interrupting
time. For HV (High Voltage) and EHV (Extra High Voltage) transmission
systems, normal relay times range between 15-30ms and the circuit-breaker
interrupting time range between 30-70ms [17].

4.4 Models for AC Protection focused studies

Based on the classification of the AC grid stability, Figures 10 and 11, and
the relevant time frame for AC fault clearing (discussed in Section 4.3), it is
possible to narrow down the sections relevant to power system protections,
which are related to rotor angle stability, frequency stability, and AC voltage
stability.

Protection units are modelled according to their application (what com-
ponent they are protecting) and to ensure the network operational values
discussed in Section 3.1 are respected. This section aims at listing some of
the models, methods and softwares for AC power system protection studies.
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4.4.1 Relay testing methodology overview

The methodology proposed in [18] is a high level overview for relay testing.
The overall goal for testing relays is to use inputs that resemble the inputs
that are seen by the component in a physical power system, to observe the
actual behaviour of the device. Below are some of the applications of the
approach or steps defined:

• Troubleshooting relay mis-operation (understand fault, adjust settings
and lessons learnt);

• Equipment procurement (to test relay batches and compare behaviour
for a specific network/application);

• Testing relay settings.

Below is a summary of the step by step description of [18].

Step 1. Deciding between relay model or physical relay To decide
between using a physical or simulated relay model. Typically models are
used for preliminary testing and/or evaluation of relays, whereas physical
relays are used for testing afterwards to check the defined parameters.

Step 2. Interfacing requirements It is necessary to know what the
interface(s) between the relay and power system will be, what other compo-
nents are connected to the relay and how it gets the inputs from the grid.
Thus ensuring that the received and transmitted signals match that of the
desired test or real System.

1. Define relay interfaces : What components are connected to the relay,
how it gets its system data.

– Instrument transformer secondary (for voltage and current mea-
surements)

– Circuit Breaker or other control device (contact status)
– Network Operator interface (communication or actuators)

2. Interface between relay and power system: How does the relay interface
with the power system. The difference from the previous step is these
are focused on how the relay interfaces with the system and other relays
or control equipment.
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– Instrument Transformers (like CT and VT): the signals received
by the relays pass through, so they require the correct representa-
tion (most of the power system simulation packages will generate
the analog waveforms that relate to the primary (network) level
of voltage and current signals)

– Control equipment: correct contact modelling (accurate represen-
tation of the contact changes associated with operation of circuit
breaker and communication channel during the fault clearing se-
quences)

– Communication channels (possible impacts of the faults on the
channel behaviour needs to be considered)

3. Representing dynamic interactions: It is important to reflect dynamic
interactions between the power system and the relays during both fault
and normal operating conditions, as it is possible that normal opera-
tions may be misinterpreted as faults. The table below summarizes
some relevant dynamic interactions.

Table 6: Summary of dynamic interaction requirements [18].

4. Field vs. laboratory: This will depend on the choice between physical
or modelled relays firstly. In the case of modelled relays they will be
connected to the simulation. Regarding physical relays, if they are
tested in the laboratory, they can be physically placed next to each
other and connected to the simulation. Whereas in the field, it must
be possible to inject the test signals to physical relays.
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Step 3. Interfacing options This part of the methodology is where
model and the testing environment choices are made.

1. Interfacing relay models

2. Interfacing physical relays: To interface with physical relays it is nec-
essary to have a D/A system, which allows to convert the transient sig-
nals simulated by the programs or recorded via digital fault recorder.
The interface can be: open loop or real-time interface (requires a bi-
directional link between the network models and the physical relay).
The open-loop interface is used to replay fault condition (signals) into
the relay, but the feedback is only captured for recording purposes.

4.4.2 Relay models and Interface between relay and power system
models

As mentioned in Section 2.1, EMTP software is used in electromagnetic
transient studies, including under fault conditions, which is in the interest
for protection studies. Since the creation of the first EMT software, oth-
ers have been developed, like the ATP (Alternate Transient Program) and
PSCAD/EMTDC [34].

For power system protection studies, using relay models has various ad-
vantages, as it allows to design new relay prototypes, test relay parameters,
personal training, as it allows to observe the processing of input and output
signals in detail, during the relay’s operation [34]. For these reasons there has
been progress made towards integrating modelling software (e.g. MATLAB,
FORTRAN) [34], used to define the relays, with EMTP and ATP software
[34]. But also to test physical relays using power system models. Table 7
summarizes some of the relay modelling programs and the network EMTP
type programs by [18].

There are also alternative programs which integrate the relay models and
EMTP capabilities specifically for protection studies, which is the case for
CAPE and ASPEN.

Table 7 summarizes some of these softwares, the integration of relay mod-
els and some proposed relay models. The first line indicates the references
relevant for relay models or programs, while the second column contains refer-
ences for the simulating programs. The lines across indicate the combination
of the relay model and the network program.
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Figure 27: Interaction between models and simulation software.

The figure below illustrates an example of the various interactions be-
tween the user of the program (when there is a user interface), the relay
model and the simulation program (ATP in this example).

Figure 28: Hierarchy between user and program levels [18].

Some methodologies, like the one proposed by [34], propose a new ap-
proach in relay modelling, as the relays are modelled in the software PLSA
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Relay

Models TACS
MATLAB
SIMULINK

C++ FORTRAN

[19, 24]
[19]

[20, 21]
[22, 23]
[24]

[39]
[40]

Network EMTP [25]
[20, 21]
[22, 23]
[24]

[25]
[34]

[27]
[28]

[36]

ATP [42]
[29, 30]
[31, 32]

[37]

EMTDC
[41]
[20]

PSCAD/
EMTDC

[38] [34]

PSSE/
EMTDC

[33]

CAPE [44]

ASPEN [45]

Table 7: Interfacing relay models based on [18].

and embedded in the PSCAD/EMTDC code. PLSA was developed by the
authors as a user-friendly software used to generate the relay models from
parameters specified by the user. The code is then incorporated in the EMT
software, this case PSCAD/EMTDC, so that the simulation includes both
the modelled power system and the modelled relay. The advantage of us-
ing this methodology is to avoid compiling the component models and the
EMTP separately, so all the signals are processed together.

Methodologies like the ones by [36, 35, 37, 38]. All of the above men-
tioned methodologies successfully incorporated models developed internal
softwares with EMTP. The disadvantage, when compared to A, is that ex-
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ternal programs must compiled separately or the subroutines of EMTP must
be changed to accept external sub-routines [34].

4.4.3 Relay testing softwares

It is worth noting that there exist commercial softwares specifically developed
for relay testing and which are used by different TSOs and DSOs around the
world. PSS®E (PSS/E), Powertech TSA TTM, and PowerWorld Simulator,
allow inclusion of some generic protection scheme elements, but this capa-
bility is not completely adequate or usually employed by utility planning
engineers. So there are some specific software packages such as CAPE and
ASPEN [40], employed for this purpose. These softwares have inbuilt relay
models (or even databases) based on commercial relays, which can be added
to real size grids for testing relay parameters or behaviour. The relays are
defined based on the parameters and settings by the user.

4.4.4 Relay communication models

Relays nowadays are able to communicate between them, but can also be
controlled by the network operator (pilot schemes). For this reason, the com-
munication between relays and operator cannot be ignored when assessing
the impact of HVDC grids or wind farms on relays, such as mentioned in [40].
This study refers to some of the existing models for relay communication.

4.4.5 VSC Modelling for grid studies

The guide [4] proposes various models for VSC, but only the type 5 and 6 are
of interest, because they capture the variables required for electromagnetic
transient studies that, as explained above are used for relay model testing.

• Type 5: Average Value Models (AVM) based on switching
functions - The AC and DC system characteristics are modeled as
controlled current and voltage sources, including the harmonic content
resulting from the conversion process. The assumption in this module is
that the capacitor voltages are balanced and it can only be implemented
in EMT tools, which is the case of the study of AC-DC transients and
design harmonic studies.
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• Type 6: Simplified Average Value Models- The AC and DC char-
acteristics are modeled as controlled current and voltage sources, sim-
ilarly to type 5 (mentioned above). The difference is that they do not
produce any switching harmonics. This type of model can be imple-
mented in EMT and phasor-domain transient simulation tools. For
EMT implementations, one of the advantages is that there is differ-
ent detail in the upper and lower level controls (upper more detailed),
which improves the simulation speed. Additionally this model may be
suitable for large system AC/DC grid simulations.

4.4.6 Simulation Softwares and Tools

This section summarizes the softwares and/or tools mentioned in previous
sections, and others which were not mentioned but have also been listed as
available tools.
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Software Study types & Application

1. MATLAB
SIMULINK

1.1. Used to develop models, particularly through
SIMULINK
1.2. Used as an add-on for existing dynamic/EMTP soft-
ware
1.3. User graphical interface

2. PSCAD
2.1. User graphical interface
2.2. Protection studies
2.3. EMT simulations

3. MATACDC

3.1. Uses sequential power flow approach.
3.2. Allows the study of the steady-state interactions be-
tween multiple
non synchronized AC grids and DC systems based on VSC
HVDC technology.
3.3. Open Source program with similar syntax to man-
power

4. PLSA
4.1. Electromagnetic studies for protective relay models
(integration of relay models and EMTP)
4.2. User graphical interface

5. PSS/E
5.1. Modelling protection for dynamic simulation
5.2. Dynamic power system simulation

6. CAPE
6.1. Modelling protection for dynamic simulation
6.2. Dynamic power system simulation

7. ASPEN 7.1. Specific for Power System Protection studies

Table 8: Some available power system protection Softwares and Tools.
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4.5 Interaction between AC and DC Grids: focused on
the impact on AC Protections

This section captures some of the findings or questions regarding the inter-
action between AC-DC networks, focused on imbalances caused to the AC
grid and the impact on AC power system protections.

The figure below shows an example of a modern electrical grid, which
demonstrates the shift in the network paradigm and operation philosophy:
1) Distributed generation - Offshore wind farms; 2) Greater interconnection
between transmission grids. The distance of the connections have led to
a preference of HVDC technology over AC, due to the fact that less lines
are used for the same bulk power, which means a simpler implementation,
but also due to the absence of reactive power. This is observed in HVDC
connections in Europe and around the world [12]. One of the issues with using
new technology is the impact on the existing infrastructures, particularly the
AC grid and specifically AC Protection.

Figure 29: Modern scenario of the electrical grid [46].

Table 9 below provides an detailed overview of the AC-DC interactions
and disturbances presented by [47]. These interactions and disturbances have
been ranked in order of increasing time duration / decreasing frequency.
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Table 9: AC/DC interactions and disturbances [47].

This sections aims at capturing the high level interaction list, based on
[4], [47], [48], which take into consideration the fact that VSC technology
has become a preference over the LCC converter technology. Which are as
follows:

• DC Voltage droop settings: This control action in the DC system
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can be seen by the AC system as an abrupt power change, since the
time frames for DC are much smaller than those for AC system stability
problems. The AC protection units can trigger incorrectly as this could
me misinterpreted as fault condition.

• Time frame for hybrid network studies: The study mentioned in
[4] highlights the importance of developing an integrated detailed AC
and DC system dynamic model, in order to capture possible interac-
tions of the two systems, despite the general understanding that they
operate in different time frames.

• Frequency stability: Changes in load demand cause a change to the
AC system frequency, which is restored by altering the generation as
a whole. This is a slow process, as it is accomplished by generator
speed controllers. Through HVDC active power injection, which is
done through VSC by drawing energy from the remote network, the
frequency can be stabilised or controlled much faster than a normally
controlled generator.

• Short circuit level: When AC networks expand, this will increase
the short circuit level of the system, which means the switchgear need
to be checked (possibly upgraded or replaced) and the relay parameters
require revision. When adding HVDC link, due the component char-
acteristics, it does not significantly increase short circuit current, when
compared to conventional generation sources.

• Reactive Power: One of the VSC primary advantage compared to
the LCC, is that they can independently control active and reactive
power. But also, the reactive power can be controlled independently
at each converter station. This allows VSC to support the AC system
with reactive power. One of the issues is that connected to the AC sys-
tems is also the conventional Reactive Power Compensation equipment
(e.g. shunt reactors). So the designers need to ensure the coordination
between the converter station and the AC reactive power controls. If
this is not achieved, one of the consequences is the “hunting” by AC
system reactive power controls and excessive operation of AC breakers,
which would compromise asset lifetime.

• Harmonics: The primary harmonic production from voltage source
converters is in the form of voltage harmonics, which leads to dis-
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tortion of the current waveform and consequently, current harmonics.
Generally these harmonics are filtered by shunt filters, but this may
not be possible for 100% of time, so occasionally or under specific cir-
cumstances, some of the harmonics will enter the AC system. It is
important to note that the converter produces harmonics close to the
effective frequency or multiples of the switching frequency. Which re-
quire further investigation to determine how to best introduce the fil-
tering capabilities in protective relays. One of the mentioned scenarios
is the ground loop current, which could lead to half-wave saturation of
the iron core of the CT or VT, affecting the differential protection due
to harmonics and current distortion.

• AC Response to DC faults: In the event of an internal VSC substa-
tion fault, the converter’s valve is exposed to over voltage and overcur-
rent values greater than those experienced during an AC system fault.
The type of fault, its location, transformer windings and grounding of
the substation will determine the fault severity and characteristics. As
the VSC is not able to block DC fault current, currently these will trip
the AC CB.

The above mentioned interactions can be used for testing AC relays un-
der specific conditions, and understanding some of the time frames behind
these interactions is an important factor for correctly selecting models and
simulation times.
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5 Protection of DC Grids

Wei Liu (supervised by Jun Liang)

With the increasing demands of integrating renewable energy to grids, more
and more attentions have focused on VSC-based HVDC systems. Modular
multilevel converters (MMCs) are one of the most promising candidates that
will be used to build DC grids. There is a trend that the existing HVDC
links will be connected and make up an Multi-terminal DC (MTDC) system
in future.

DC protection is one of the challenges when operating a VSC-based
HVDC link or MTDC system. DC fault currents have no zero crossings
and the propagation of DC faults is faster than AC faults due to the low
impedance in DC grid. What is more, the semiconductor devices within
DC grids, such as converters, DC circuit breakers cannot withstand overrat-
ing for a long time. The DC protection system should detect and clear the
faults within several milliseconds (5-10ms). The protection system should
include both primary protection and backup protection. Different protection
methods are also needed in order to locate and isolate the DC faults.

Half-bridge MMCs (HB-MMCs) cannot interrupt DC fault currents due
to the free wheeling diodes after being blocked as the two-level VSC. DC
circuit breakers have been proposed and used in the DC grids to protect the
DC faults. The time response of DCCBs is normally with few milliseconds.
Mechanical DCCBs, solid state DCCBs, and hybrid DCCBs are the current
technologies used to implement a DCCB. Considering the capital costs, power
losses and operation speed of different kinds of DCCBs, hybrid DCCBs are
mostly employed in HB-MMC HVDC systems.

Topologies with capability of DC fault handling is another solution in
terms of DC side faults. Full-bridge sub-modules and other sub-modules are
proposed to handle the DC faults. However, due to the extra power losses and
costs caused by the new topologies, they are not widely adopted in current
projects. With the increasing power demands, overhead line (OHL) will be
used in MMC-based HVDC systems. Full bridge MMCs are more suitable
in OHL systems than HB-MMCs due to the DC fault handling capability of
FB-MMCs.

AC faults are also important aspects that need to be taken into consider-
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ation in a hybrid AC/DC system. Grid-side AC faults and converter-side AC
faults will cause different consequences. Grid-side AC faults can generate an
balanced condition for the converter. Converters should have the low-voltage-
ride-through (LVRT) capability according to the grid code. Converter-side
AC faults cause a more severe condition. Protection system should block the
converter and the main target is to avoid the damages caused by the faults.

DC protection is a key technology in systems with AC and DC networks.
A DC protection system must clear a DC fault within several milliseconds. To
ensure the stability and reliability of the whole system, both DC protection
and AC protection must work coordinately.

5.1 Challenges for DC Protections

• DC fault current with no zero crossings: All mechanical circuit breakers
(CBs) need natural zero crossing to interrupt the current arc. The
absence of a natural zero crossing current make it difficult for the ACCB
to be used in the DC grid directly. DCCBs should be developed and
employed for DC protection. But they are more complex and costly
[65].

• Low impedance in DC grids: In an AC system the impedances are
made up of resistive and reactive parts, where reactive components
(2πfL) may reach 10-20 times the resistive parts. However for DC
grid, the series impedance is quite smaller than the AC grid because
of the absence of transformers. And the steady magnitude of the DC
component only takes into account the resistive parts. Therefore the
rising time of the fault current is quite shorter compared to the AC
system faults. The operating time for the DC protection should be
within few milliseconds [65].

• Fault locating methods: Locating the faults in DC grids is more difficult
because of the low impedances. Fault current limiters (FCLs) should
be added to limit the di/dt and to help to locate the faults [65].

• Semiconductor-based devices in DC grid: Voltage-source converters,
DCCBs and DC/DC converters in DC grids consist of semiconductor-
based devices, which have small thermal constants and small capability
of over-current and -voltage ratings. There is a strong requirement to
clear the fault in a short time [65].
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5.2 Modelling Technique on HVDC Converters

Based on the different objectives, there are different models for VSC-based
converters. The summary of the most common methods are presented as
follows:

• Full Physics Based models: Switches and diodes are represented by
differential equations. It is not suitable for the grid models due to its
complex character and time consumption problems [49].

Figure 30: Full physics based model.

• Full Detail Models: The devices are modelled by the non-linear resis-
tor and the conduction mode of the device is taken into consideration
by this model. The IGBT switches are modelled using an ideal con-
trolled switch and two non-ideal diodes illustrated in Figure 31. Full
detailed models enable accurate analysis of the current distributions,
but they can not accurately handle switching losses. The DC fault and
submodule fault can be analyzed by the model.

Figure 31: IGBT models.

• Models based on Simplified Switchable Resistances: The switching de-
vices are represented by two-value resistors. The simplified model can
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promote the speed of the simulation by simplifying the model of the
power electronic switches. DC faults and internal faults of the MMC
can be simulated using this kind of model.

• Detailed Equivalent Circuit Models: The model based on Thevenin/Norton
equivalent method. Reduced electrical nodes can be acquired by the
method and the influence of the capacitor in each module can be in-
cluded [50]. The main idea is to reduce the number of electrical nodes
in converter mode while maintaining simulation accuracy. Take HB
submodules as an example, the equivalent model can be represented
as shown in Figure 32. Finally all SMs in series can be replaced by
an equivalent Thevenin circuit. This method can reduce the electrical
nodes needed for the modelling and the nodes are independent with the
SMs in the converter [51]. The model can be used to analyze the AC
and DC performance, submodule level control and capacitor balancing
algorithms.

Figure 32: HB submodules models based on Detailed Equivalent Circuit.

• Average Value Models (AVM) based on switching functions: The con-
trolled voltage and current sources are used to model the AC and DC
side characteristics. The harmonics are also included and the model
can be used to evaluate the DC grid system performance. The compu-
tational burden can be reduced by replicating the average response of
switching device based on the controlled sources or the average func-
tions.

• Simplified Average Value Models (AVM): The AC and DC side char-
acteristics are modelled as controlled current and voltage sources. The
controlled sources generated the waveform just as the control signal.
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The switching harmonics and the internal characteristics are eliminated
by the model. It can be used in large system AC/DC simulation.

Figure 33: DC side representation of the MMC.

• RMS Load-Flow Models. This model takes the steady-state converter
output into consideration but no transient modelling. This model is
used mainly in hybrid AC/DC grids for power flow analysis purposes.
And power losses can be added to the model [52]. And the model can
be used to analyse the algorithm on the power flow [53], [54].

5.3 DC Grid Protection system

5.3.1 Time frame of DC protection Systems

A protection system is an essential part for the operation of the system. The
basic protection requirements for the protection system of either AC or DC
grids include [55]:

• Reliability: The protection system can operate during the fault and do
not operate during other disturbances.

• Speed: Detection and isolation of the faults should be fast enough not
to cause damage to the component of the system devices.

• Selectivity: The protection action should keep in the designed protec-
tion zone.

The advantage of an MTDC system is the low impedance in the transmis-
sion lines, which will generate lower power losses. However the low impedance
DC grid will result in a huge inrush current during the DC fault in a very
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short time scale. The protection system for the DC grid should isolate the
fault within several milliseconds. And the maximum allowed current can be
reached in 10ms [56]. The operation time of the different stages of the pro-
tection system must not exceed the acceptable protection time. And except
of the primary protection, the secondary protection and back-up protection
should be designed properly collaborated with the primary protection. In
Figure 34, the protection system for the DC grid is shown.

Figure 34: DC protection system [57].

The protection speed for the AC and DC system is quite different. A
typical fault clearing time in AC systems is normally 4 cycles/80ms for the
50Hz system. The relay tripping needs 2 cycles and the operating time of
the AC breaker consumes another 2 cycles. The time response for the AC
protection is shown in Figure 35.

The primary protection for the AC system is around 80ms and the time
delay for the backup protection is around 300ms. While for the DC protec-
tion, the time respond time for the relay is normally within 1ms as shown in
Figure 36. The time response for the primary protection is around several
milliseconds. The backup protection will be active within few milliseconds if
the primary protection fail to clear the faults.
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Figure 35: Time response for AC protection systems [58].

Figure 36: Time response for DC protection systems [58].

5.3.2 Bandwidth of DC measurement devices

In an AC power system, measurement devices for control or protection are
normally the transformers. The bandwidth of the transformers is within few
kHz. While for the HVDC protection systems, a higher bandwidth mea-
surement device should be adopted. The bandwidth of the devices for the
DC protection ranges from tens of kHz to a few MHz. And the sampling
frequency used for DC protection is in the order of 100kHz [59]. Table 10
shows the bandwidth of the measuring devices in AC and DC systems.
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Table 10: Bandwidth of the measuring devices in AC and DC systems [58],
[60].

5.4 DC Protection Methods and Algorithms

DC fault clearing is very challenging as both the breaking operation and
time requirements are more demanding than those for AC fault clearing.
Therefore, detection and discrimination of the fault are important for DC
fault clearance. Different kinds of protection methods have been proposed
for DC faults.

• Current and Voltage Magnitude-Based Methods

In HVDC system, voltage transducers equipped in the terminal of the
MMC station measure the positive and negative pole-to-ground volt-
ages for over- and under-voltage protection. After a DC fault, the
voltages in the terminal change significantly, the detected voltage will
be in accordance with predefined thresholds to generate the trip signals
to protection the system [61]. The DC current will rapidly increase dur-
ing the pole-to-pole DC fault. The magnitude, direction and duration
criteria can be uesd to detect the DC faults. Due to the low accuracy
and time delay of the Magitude-based Methods, these methods can not
be used as a stand-alone strategy. The methods are normally used as
the backup protection methods.
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• Derivative-based Methods

Current and voltage derivative methods, namely di/dt and dv/dt, are
suitable not only for fault detection but also for DC fault discrimina-
tion. DC faults can be detected and located by the sign and magnitude
of the DC voltage or current derivative. In case of a DC fault. the DC
current and DC voltage change faster in the faulty link than in the
non-faulty ones. A fault current limiter (FCL), which is normally a
DC reactor as shown in Figure 37, should be employed at the DC link
to smooth the waveforms and to limit the di/dt during the DC faults.
Then the change rate of the DC reactor voltage provide another pro-
tection method. Based on this observation, [62] proposes the use of
voltage across the DC terminal reactors for fast and accurate DC fault
detection in a mesh HVDC grid.

Figure 37: Meshed three-terminal HVDC transmission system with DC
reactor at each end of the DC cables [62].

• Differential Protection Methods

Differential protection with overcurrent backup protection is one of the
most feasible method to protect the HVDC lines. The DC currents
are measured at both ends of each cable and the current difference is
used to detect and locate the faults. However, telecommunication is
required and thus the detection speed and reliability are depended on
the communication system. There the locally measured DC current is
used as backup protection in case the failure of the communication.

• Travelling Wave-based Methods
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Travelling wave-based methods are widely used in HVDC protection
[63]. Fault current and voltages generate impulses, which travel from
generating point to the line ends. This phenomenon is used in HVDC
protection based on estimating first and second reflections at one termi-
nal without the requirements of communication between the terminals.

5.5 DC Protection Devices

5.5.1 AC Circuit Breakers (ACCBs)

For point-to-point HVDC systems, ACCBs can be used to protect DC side
faults. The VSC is blocked once the fault is detected and the DC side fault
will be cleared by opening the grid side ACCBs. The AC side and DC side
of the system will suffer from the short circuit current before the ACCB is
switched off. The AC side circuit current during DC faults is shown in Figure
38. The sub-modules protect the semiconductors by employing the thyristors
parallel with the diode to share DC fault currents. The HB sub-module with
thyristor is shown in Fig.39. This methods suffer from a considerable outage
time of the whole DC system due to the low speed of ACCBs and time to
re-closure the healthy DC grid in the MTDC systems.

Figure 38: AC side current during the DC faults [64].

5.5.2 DC Circuit Breakers (DCCBs)

The current candidate technologies of DCCBs can be classified into three
categories as: mechanical DCCBs, solid state DCCBs and hybrid DCCBs.

• Mechanical DCCBs
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Figure 39: HB sub-module with thyristor [64].

The basic configuration of the mechanical DCCBs includes a normal
current path, a LC resonant circuit and an energy dissipation current
path. During the normal operation condition, the current flow through
the mechanical switch. Once the fault is detected, the LC resonant
circuit, as shown in Figure 40 and in Figure 41, can generate zero
crossing point for the mechanical switch. Then the energy stored in
the system will be consumed by the arrester in parallel. The interrupt
time for the self-resonant mechanical DCCBs is normally 40-80ms. The
interrupt time of the forced-current commutation resonant breaker can
be several milliseconds. But it needs the pre-charge process for the
resonant capacitors.

Figure 40: Self-current commutation resonant breaker.

• Solid State DCCBs

The solid state DCCBs are implemented by semiconductor devices (e.g.
IGBTs) in parallel with the energy absorbing branch. During the nor-
mal condition, the current flows through the semiconductor devices.

89



Deliverable 3.1

Figure 41: Forced-current commutation resonant breaker.

During the breaking operations, the semiconductor devices are turned
off and the current transferred to the energy consumption branch. A
topology of solid-state DCCBs is illustrated in Figure 42. And the re-
sponse time of the solid state DCCB is given in Figure 43. The solid
state DCCBs can interrupt the current in a very short time (few mil-
liseconds) due to the fast response of the semiconductor (microseconds
range). The main drawbacks of the solid state DCCBs are the power
losses and the project costs. The conduction losses of the solid-state
devices can be 30% the losses of a VSC. And the cost can be approxi-
mately 1/6 of the cost of a HVDC substation.

Figure 42: Solid state DCCB[65].

• Hybrid DCCBs

The hybrid DCCBs combine the controllable semiconductor devices
with fast mechanical breakers. The basic schematic of one possible
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Figure 43: Time response of the solid state DCCB [65].

topology is shown in Figure 44. The mechanical CB is normally closed
and rated for nominal current. The mechanical CB provide low loss
conduction paths in normal conditions. The system current is trans-
ferred to the semiconductor paths once the DC faults are detected. The
auxiliary semiconductor valve can generate a zero crossing point for the
mechanical CB. The surge arresters will dissipate the fault energy and
prevent over-voltages.

Figure 44: Topology of hybrid DCCB [65].
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5.5.3 MMC Topologies with fault handling capability

The two-level and half-bridge based VSCs cannot interrupt the DC fault cur-
rent due to the uncontrolled diode rectifier after the converters are blocked.
In terms of the DC fault, various of SMs with the capability of DC fault
handling have been proposed based on the MMC technology.

• Full-bridge SMs

Figure 45: Full bridge sub-module [66].

In order to handle the DC fault, the MMC can also utilize the full
bridge submodules. In Figure 45, it can be seen that four IGBTs are
installed in one full-bridge submodule. It can generate three levels of
voltages, namely, +Vc, 0, -Vc. Compared to the HB-submodules, the
full bridge submodules will behave like a diode bridge, and the output
voltage will be +Vc regardless of the current direction. The DC fault
can be blocked and the DC fault current can be reduced by blocking
the FB-MMC converter. Furthermore, the FB-MMC can even keep
active due to its capability of the DC bus control.

• Clamp double SMs

The clamp double topology was first presented by Marquardt in 2010
[67] and the diagram of the topology is shown in Figure 46. The main
objective of this topology is to reduce the power losses while keeping
the DC fault handling capability. In case of DC-side faults, all active
switches, including S5 should be switched off. After that, if the current
is positive, one capacitor voltage will be seen by the output of the sub-
modules. And if the current is negative, the two capacitors are in series
to block the current. In any case, the DC fault current can be blocked
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Figure 46: Clamp double sub-module [66].

by the clamp double submodules. But the physical implementation
of the clamp double submodules is complex and needs more research
when trying to use it in real projects.

• Cross connected SMs [68]

Figure 47: Cross connected sub-module [66].

The cross connected SMs use additional two clamp switches T5 and T6

to connect two HB SMs and can generate −2 Vc by switching OFF
both T5 and T6 to block the DC fault, as shown in Figure 47. However,
the two clamp switches T5 and T6 must be rated at twice the capacitor
voltage thus the effective total number of switches required is the same
as two FB SMs in addition to the need for series connection of two
switches in the cross connected SMs.

• Hybrid SMs

The mixed SM is equivalent to the so-called hybrid MMC where the
FB and HB SMs are mixed in each arm in the converter as shown in
Figure 48 [69]. It can generate negative voltage −Vc, which allows the
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Figure 48: Mixed sub-module [66].

converter to block the DC fault and offers greater controllability than
the HB SM.

5.6 Interaction between AC and DC systems: AC faults
in hybrid AC/DC systems

5.6.1 Unbalanced ac faults

Three-phase voltages can become unbalanced due to AC faults or nonlinear
load conditions. Normally a three-phase three-line system is used for the
distributed generators. Then there are no zero-sequence components to be
considered between AC grids and MMCs. However, during grid side AC
fault condition, negative components and harmonics will be generated. And
they will have influence on PLLs and control of MMCs. Figure 49 shows
the voltage vector when grid voltages contain fundamental or fifth harmonic
negative components.

The distortion in voltage vector will have an influence on the PLLs of
MMCs. Figure 50 shows the basic structure of the SRF-PLL. Figure 51
shows that with the normal PLL, the phase angle of the voltage also has
the distortion. The positive-sequence voltage vector cannot be properly ob-
tained. A low bandwidth PLL should be used to obtain the proper phase
angles. However it will have influence on the dynamic of MMCs. A decou-
pled double synchronous reference frame PLL (DDSRF-PLL) is proposed to
get the positive fundamental phase angel under the unbalanced condition.
The structure of the DDSRF-PLL is shown in Figure 52.
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Figure 49: (a) Locus of an unbalance voltage vector (b) A distorted voltage
vector [70]

Figure 50: Basic diagram of the SRF-PLL [70].

Figure 51: Voltage vector phase angle θ [70].
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Figure 52: Structure of DDSRF-PLL [70].

5.6.2 Converter-side ac faults

Converter-side AC faults will have more severe influence on MMCs than grid
side AC faults. A converter-side phase-to-ground fault can be caused by the
failure of transformer isolation as shown in Figure 53.

Figure 53: Converter-side AC fault [64].

For monopolar configurations, the converter-side AC fault will cause the
oscillations in pole-to-ground DC voltages as shown in Figure 54. The os-
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cillation happens in the pole-to-ground voltage. The whole DC bus voltage
will not be influenced much. Blocking the converter and tripping ACCBs can
clear this type of faults. However if the converter-side DC fault happens in a
bipolar system, the fault current in grid side will have no zero-crossings even
when the converter is blocked as shown in Figure 55. The ACCBs cannot
act under this condition and a grounding method is proposed to solve the
non-zero-crossing problem in [71].

Figure 54: Pole-to-ground dc voltage oscillations [71].

Figure 55: Grid side current during the fault for bipolar HB-MMCs [71].

Figure 56: Grounding method to solve the non-zero-crossing problem [71].

AC side faults will have an influence on the MMCs. Grid-side fault results
in an unbalance AC system or low voltage condition. The converter should
be kept connected to the grid for a period of time according to the grid codes.
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Therefore the control method must be proposed to keep the converter safe.
Reactive power support is needed in some cases during the faults. However
for the converter side AC fault, it can cause severe damages to MMCs if the
protection system are not designed well. The objective of the protection of
this type of fault is to keep the devices safe in the fault area. The converter
should be blocked and grid side ACCBs should be tripped once the fault is
detected.
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Part IV

Control
Saman Dadjo Tavakoli (supervised by Eduardo Prieto and Oriol
Gomis)

In this section, an overview on the control objectives of the conventional
point-to-point HVDC link and multi-terminal dc (MTDC) grid is presented.
The focus is on the control objectives and requirements of Voltage-Source-
Converter (VSC)-based HVDC grids. First, the control objectives of HVDC
grids are discussed. The HVDC links are categorized based on their applica-
tions; whether they are interconnected to main ac grids, off-shore wind farms,
weak ac grids, and islanded passive grids. Then, the control requirements of
MTDC grids are addressed, outlining the droop control requirements. Sec-
ond, the control systems of conventional VSCs and Modular Multilevel Con-
verters (MMC) are explained. It is also described how to achieve the control
objectives using the outer and inner control loops of the converters. Finally,
the modeling methods for the purpose of control system design are discussed.

6 Time frame for the purpose of control system
design

The time frame for the control system design and the related modeling ap-
proach is chosen based on the control philosophy of VSCs. Since they adopt
a cascaded control system (or multi-loop control system), there are various
time constants associated to each control loops. The most inner control loop,
which is normally output current control loop, has the fastest response and
the shortest time constant which is generally in the order of milliseconds. In
practical cases, it is chosen around 5 ms. The outer control loops, which
are voltage and power control loops, are four to ten times slower than the
inner control loop. Hence, we choose the time constant of the inner control
loop as the time frame for the purpose of control system design and modeling
method.
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7 Overview of challenges associated with the
control system design

The control system design for a grid-connected VSC has been extensively
addressed in the current literatures. However, the control requirements in
application of HVDC grid are still under investigation. There are several
topics which need to be addressed:

• methodology for control system design while considering the dynamics
of all VSCs, cables, dc-dc converters, and other major components of
HVDC systems.

• the interactions between the control systems of VSCs located in the
sending and receiving ends of HVDC system.

• the robustness of the control systems against severe disturbances.

• the dc voltage stability concerns in MMC-based MTDC grids.

8 Point-to-Point HVDC System Control
Up to 2017, there are 30 VSC-HVDC links in operation throughout the world
and 36 more links are in planning stage [1]. Almost all of the links are point-
to-point, except for two links in operation at Nan’ao island and Zhoushan in
China, which are MTDC systems. The active and reactive power regulation
take place at both ends of HVDC link. However, the selection of different
control objectives depends on the application. For instance, in case of grid-
forming application, the HVDC link should control frequency and ac voltage,
whereas in the grid connected applications, the HVDC link needs only to
regulate active and reactive power flow. Nonetheless, the dc voltage control
is necessary for achieving active power balance in the HVDC link. Hence, one
end of the HVDC link must regulate the dc voltage, while the other should
control the active power or frequency. The reactive power regulation can be
done independently at both ends of the HVDC link [2], [3], [4].

Point-to-point HVDC systems can be categorized based on the types of
ac grids they are connected to as shown in Fig. 57. Each of the above-
mentioned application requires certain control objective which are described
in the following sections.
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Figure 57: Classification of HVDC systems based on the types of ac grids.

Table 11: The control pairs at both ends of HVDC link connected between
two main ac grids.

Sending End Receiving End

Pac, Qac Vdc, Qac

Pac, Vac Vdc, Vac

8.1 Grid connected application

It is assumed that the main ac grid is strong (stiff) enough (with high short
circuit ratio) to provide the HVDC grid with constant frequency and ac
voltage at both ends. A typical HVDC link embedded between two main
ac grids is shown in Fig. 58. The most common control objectives at the
“sending” or “receiving” ends are as follows [5], [6], [7]:

• DC terminal voltage control (Vdc)

• Active power control (Pac)

• Reactive power control (Qac)

• AC voltage support (Vac)

The grid operator determines the control mode of a HVDC system for
specific purposes. However, a HVDC station commonly chooses control of
the control pairs that are indicated in Table 11 for the sending and receiving
ends [6], [8].

Since active and reactive power control by HVDC link are of utmost
importance, it is useful to have a look at the PQ diagram of HVDC link.
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We refer to it as main ac grid to emphasis that the ac grids are stiff (strong) enough (high 

short circuit ratio) to provide the HVDC grid with constant frequency and ac voltage at the 

both ends. 

A typical HVDC link embedded between two main ac grids is shown in Fig. 1. The most 

common control objectives at the “sending” or “receiving” ends are as follows [ref2, ref2»19, 

ref2»20]: 

 DC terminal voltage control (Vdc) 

 Active power control (Pac) 

 Reactive power control (Qac) 

 AC voltage support (Vac) 

The grid operator determines the control mode of a HVDC system for specific purposes. 

However, a HVDC station commonly chooses control of the following control pairs at the 

sending and receiving ends [ref2»19, ref MTDC book]:  

Since active and reactive power control by HVDC link are of utmost importance, it is useful 

to have a look at the PQ diagram of HVDC link. The PQ diagram of a typical HVDC system, 

as seen either from sending or receiving ends, is shown in Fig. 2 [ref14, ref14»8]. The power 

control of HVDC system is mainly limited by the VSC converters voltage and current limits 

and the requirements of the connected ac grid. As it can be seen from Fig. 2, inside the PQ 

diagram, the active and reactive power that the HVDC link is able to supply during normal 

conditions are define by a rectangular area.  

Recently, there has been some interests on power factor regulation by HVDC links [ref14]. 

In fact, the European Network of Transmission System Operators for Electricity (ENTSO-

E) has revised the Network Code on High Voltage Direct Current (HVDC) connections to 
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Fig. 1. Conventional control functions in HVDC link between two ac grids 
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Figure 58: Conventional control functions in HVDC link between two ac
grids

.

The PQ diagram of a typical HVDC system, as seen either from sending or
receiving ends, is shown in Fig. 59 [9], [10]. The power control of an HVDC
system is mainly limited by the VSC converter voltage and current limits
and the requirements of the connected ac grid. As it can be seen from Fig.
59, inside the PQ diagram, the active and reactive power that the HVDC
link is able to supply during normal conditions are defined by a rectangular
area.

Recently, there have been some interests on power factor regulation by
HVDC links [9]. In fact, the European Network of Transmission System
Operators for Electricity (ENTSO-E) has revised the Network Code on High
Voltage Direct Current (HVDC) connections to specify that the HVDC links
shall be capable to operate at least in one of the following reactive control
modes: ac voltage mode, reactive power mode, and power factor (PF) control
mode [11].

8.2 Weak ac grid-connected application

As mentioned earlier, the characteristics of the ac grid have a major impact
on the control system of an HVDC link. In case one end (or both ends) of
the HVDC link is connected to a weak ac grid, some issues appear to the
control system of HVDC system [12], [13], [14]. A weak ac grid can have
two different characteristics [12]: high impedance ac grid, which can cause
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reactive control modes: ac voltage mode, reactive power mode, and power factor (PF) control 

mode [ref14»1]. 

 

1.1.2 HVDC link for grid-forming purposes 

HVDC links connected to a weak ac grid, WF, or islanded oil/gas platform may be required 

to operate in grid-forming mode. In this mode of operation, HVDC link is responsible to 

perform the following control objectives: 

 ac voltage regulation 

 frequency control 

A) HVDC link connected to ac weak grid 

As mentioned earlier, the characteristics of the ac grid have a major impact on the control 

system of HVDC link. In case one end (or both ends) of the HVDC link is connected to a 

weak ac grid, some issues appear to the control system of HVDC system [ref HVDC Tr. 

book, ref15, ref17]. A weak ac grid can have two different characteristics [ref HVDC Tr. 

book]: 

 High impedance ac grid, which can cause ac voltage instability and power transfer 

limitations, 

 Low-inertia ac grid, which leads to major frequency deviations. 

 High impedance ac grid is normally characterized by its low short circuit ratio (SCR) [ref15]. 

Weak and very weak ac grids have the 2<SCR<3 and SCR<2, respectively. Although LCC 

HVDC systems are remarkably more vulnerable to high impedance ac grid, VSC HVDC 

systems also exhibit ac voltage instability if connected to very weak ac grid. 

 

Fig. 2. PQ diagram example of a HVDC link [ref14»8] 

 

Figure 59: PQ diagram example of a HVDC link [10].

ac voltage instability and power transfer limitations; and low-inertia ac grid,
which leads to major frequency deviations.

High impedance ac grid is normally characterized by its low short circuit
ratio (SCR) [13]. Weak and very weak ac grids have the 2<SCR<3 and
SCR<2, respectively. Although LCC HVDC systems are remarkably more
vulnerable to high impedance ac grid, VSC HVDC systems also exhibit ac
voltage instability if connected to very weak ac grid.

The influences of high impedance ac grid on the control system of a
HVDC link are twofold [15]. First, as the ac grid becomes weaker, the power
exchange capability with the HVDC grid reduces. With weak ac grid, there
is only a narrow range of voltage enabling the full power export or import.
Second, as the ac grid impedance increases, the voltage magnitude of the ac
system becomes ever more sensitive to power variations of the HVDC system.

Typically, with low-inertia ac grids, the HVDC system is required to
achieve frequency stabilization using frequency droop feedback. With high-
impedance systems, the voltage stabilization may be required [12], [15], [16].
This is shown in Fig. 60.
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The influences of high impedance ac grid on the control system of a HVDC link are [ref16]: 

 As the ac grid becomes weaker, the power exchange capability with the HVDC grid 

reduces. With weak ac grid, there is only a narrow range of voltage enabling the full 

power export or import. 

 As the ac grid impedance increases, the voltage magnitude of the ac system becomes 

ever more sensitive to power variations of the HVDC system. 

Typically, with low-inertia ac grids, the HVDC system is required to achieve frequency 

stabilization using frequency droop feedback. With high-impedance systems, the voltage 

stabilization may be required [ref HVDC Tr. book], [ref21], [ref16]. This is shown in Fig. 3. 

B) HVDC link connected to wind farm 

In the case of the grid connection of an offshore wind farm, the most common control 

objectives are as follows [ref2»8], ref[1]: 

 Scheme (1): Active and reactive power control at the wind farm side of HVDC link; 

and dc voltage control and reactive power control at the ac grid side of HVDC link. 

 Scheme (2): Active power and ac voltage control at the wind farm side of HVDC 

link; and dc voltage control and reactive power regulation at the ac grid side of HVDC 

link. 

Scheme (1) is found to be poor due to the lack of ac voltage control. The system performance 

improved when a close-loop ac voltage at the wind farm side is performed (Scheme 2) ref[1], 

ref[2»8]. T overview of this control system is shown in Fig. 4. 

It should be also noted that, frequency control, along with ac voltage control, can also be 

provided for the offshore wind farm [ref HVDC tr. book]. 
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Figure 60: Control functions in HVDC link connected to a weak ac grid.
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Figure 61: Control functions in HVDC link connected to an offshore wind
farm.

8.3 Grid forming application

HVDC links connected to a wind farms or islanded oil/gas platform may be
required to operate in grid-forming mode. In this mode of operation, HVDC
link is responsible to perform the following control objectives:

• ac voltage regulation

• frequency control

(A) Wind farm application
In case the HVDC system is connected to an offshore wind farm, the most

common control objectives are ac voltage and frequency control at the wind
farm side of the HVDC link, while the ac grid side regulates the dc voltage
and reactive power. [17], [18]. The overview of this system is shown in Fig.
61.
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Figure 62: Control functions in HVDC link connected to a passive ac grid.

(B) Passive ac grid application
A passive ac grid is an ac network that has no inertia and no voltage

controlling unit. An HVDC link can supply islanded/passive grids or gas/oil
offshore platform [12]. Due to the limited number of power generating units in
a typical islanded/passive ac grid, the HVDC link should provide ac voltage
and frequency support for this network [19]. An overview of this control
system is given in Fig. 62.

8.4 Additional functions performed by HVDC links

Due to the interactions between HVDC link and host ac network, and con-
sidering the control flexibility of VSC-based HVDC systems, further control
objectives can be realized, such as power frequency damping and inertia em-
ulation. The power oscillation damping (POD) is an electromechanical phe-
nomenon that occurs between a large synchronous machine and a moderate-
size ac grid [12]. The POD is typically realized through the power system
stabilizer (PSS) of large generating units. However, the active/reactive power
control loop of HVDC link can be modified to perform this control objective
[20], [21].

9 Multiterminal DC Grid Control
Multiterminal DC (MTDC) grids pose several control challenges, among
which the dc terminal voltage control is of utmost importance. As shown
in Fig. 63 several converters are connected to the same dc terminal of a
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1.2 Multiterminal DC Grid Control 

The Multiterminal DC (MTDC) grids pose several challenges to the control systems of 

HVDC grids, among which the dc terminal voltage control is of utmost importance. As 

shown in Fig. 6, several converters are connected to the same dc terminal of MTDC grid. 

Hence, the well-known droop controller should be implemented by those converters 

participating in dc voltage (Vdc) control to avoid dc voltage instability [ref.27]. A 

classification of different droop control systems, mainly power and current based, is 

addressed in [ref27»6], while the design and tuning of droop controller in application of 

MTDC are discussed in [ref27»7,8,9]. 

As mentioned earlier, there are two basic principles regarding how dc voltage can be 

regulated: current-based control and power-based control [ref HVDC book»4,5]. The 

operation of both control approaches are similar in steady state; however, the dynamics of 

them are different. The main difference between these two approach is that the current-based 

droop control is a linear voltage-current characteristic, whereas the power-based droop 

control exhibits nonlinear behaviors [ref HVDC book]. 

Referring to the current literature, there are several ways to classify the dc voltage control 

methods. The voltage control methods can be categorized based on centralized and 

distributed control systems as follows [ref HVDC book], [ref3]: 

Centralized dc voltage control: 

 Master-slave: in this control strategy, a master station is responsible for regulating 

the dc voltage while other stations are control power [ref3»76]. This control strategy 

has been practically implemented by Nan’ao MTDC grid [ref3»19]. The main 

drawback of this control strategy is its low reliability since the proper operation of 

the grid cannot be ensured if the master station fails [ref3»76,77]. Moreover, the 

master station must be connected to a very strong ac grid to deliver high amount of 

power very fast to ensure dc voltage stability. 

 Voltage margin control: the performance of master-slave control system can be 

further improved using voltage margin control. In case the master station reaches its 

maximum power or goes off-line, there are reserved stations to immediately take over 
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Fig. 6. A generic topology of a MTDC grid with droop control implementation  

 

Figure 63: A generic topology of a MTDC grid.

MTDC grid. Then, different controllers can be implemented to maintain the
stability of the network.

Referring to the current literature, there are several ways to classify the
dc voltage control methods. The voltage control methods can be categorized
based on centralized and distributed control systems as follows [22], [23]:

(A) Centralized dc voltage control:

• Master-slave: in this control strategy, a master station is responsible for
regulating the dc voltage while other stations control power [24]. This
control strategy has been practically implemented by Nan’ao MTDC
grid [25]. The main drawback of this control strategy is its low relia-
bility since the proper operation of the grid cannot be ensured if the
master station fails [24], [26]. Moreover, the master station must be
connected to a very strong ac grid to deliver high amount of power very
fast to ensure dc voltage stability.

• Voltage margin control: the performance of master-slave control system
can be further improved using voltage margin control. In case the
master station reaches its maximum power or goes off-line, there are
reserved stations to immediately take over the role of dc voltage control.
However, the voltage margin control has the same instability issues of
master-slave control which is due to only one station is regulating dc
voltage at one time [27].

• Priority control: this dc voltage control approach, in fact, combines
droop control with master-slave control. The station with high priority
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operates in a constant voltage mode, and other stations in droop con-
trol mode. The main disadvantage of this approach is that when the
MTDC grid becomes large, the coordination between stations to find
high priority station is cumbersome [5].

(B) Distributed dc voltage control: Voltage droop control is a decentral-
ized strategy in which dc voltage is controlled by multiple stations to maintain
both voltage stability and power balance [24], [27]. A detailed discussion on
the limitations and performance of droop controller is provided in [22]. In
short, there are mainly three limitations associated with droop controller:

• DC voltage limit: the upper limit is determined by the specification
of the switching devices and other dc components. The lower limit,
however, depends on the converter control system. The upper and
lower limits are shown in Fig. 64.

• Power limit: every converter station has a certain power rating and
overload capability. The power limit appears as a hyperbolic curve in
the I-V plane and as a vertical line in P-V plane, which is indicated in
Fig. 64.

• DC current limit: the upper limit is based on the current ratings of the
switching devices and other dc components.

Within the permissible region given in Fig. 64, the dc voltage droop
controller is presented in Fig. 65. The droop controller in I-V plane and P-V
plane would have different characteristics. In the I-V plane, the following
equations describe the current-based and power-based droop equations:

droop in I − V plane :

{
∆Idc = 1

kI
∆Udc

∆Pdc = (Udc0

kI
+ Pdc0

Udc0
)∆Udc + 1

kI
∆U2

dc

(77)

droop in P − V plane :

{
∆Pdc = 1

kP
∆Udc

∆Idc = ( 1
kP
− Idc0) ∆Udc

∆Udc+∆Udc0

(78)

The standard current and power-based droop characteristics are shown
in Fig. 65; however, there are also other versions of droop controller such
as deadband or undeadband droop controllers which are slightly different
from the standard version. A detailed review on different droop controllers
is provided in [22].
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the role of dc voltage control [ref3»5]. However, the voltage margin control has the 

same instability issues of master-slave control which is due to only one station is 

regulating dc voltage at one time [ref3»79].  

 Priority control: this dc voltage control approach, in fact, combines droop control 

with master-slave control. The station with high priority operates in a constant voltage 

mode, and other stations in droop control mode. The main disadvantage of this 

approach is that when the MTDC grid becomes large, the coordination between 

stations to find high priority station is cumbersome [ref2]. 

Distributed dc voltage control: 

Voltage droop control is a decentralized strategy in which dc voltage is controlled by multiple 

stations to maintain both voltage stability and power balance [ref3»76,79]. A detailed 

discussion on the limitations and performance of droop controller is provided in [ref HVDC 

book]. In short, there are mainly three limitations associate with droop controller: 

 DC voltage limit: the upper limit is determined by the specification of the switching 

devices and other dc components. The lower limit, however, depends on the 

converter control system. The upper and lower limits are shown in Fig. 7. 

 Power limit: every converter station has a certain power rating and overload 

capability. The power limit appears as a hyperbolic curve in the I-V plane and as a 

vertical line in P-V plane, which is indicated in Fig.7. 

 DC current limit: the upper limit is based on the current ratings of the switching 

devices and other dc components.   

Within the permissible region given in Fig. 7, the dc voltage droop controller is presented in 

Fig. 8. The droop controller in I-V plane and P-V plane would have different characteristics. 

In the I-V plane, the following equations describe the current-based and power-based droop 

equations: 

 

Fig. 7. The limitations of dc voltage droop controller; the region inside the intersections of 

lines and curves is permissible for droop control operation [ref HVDC book].  

 

Figure 64: The limitations of dc voltage droop controller; the region inside
the intersections of lines and curves is permissible for droop control operation
[22].
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The standard current and power-based droop characteristics are shown in Fig. 8; however, 

there are also other versions of droop controller such as deadband or undeadband droop 

controllers which are slightly different from the standard version. A detailed review on 

different droop controllers are provided in [ref HVDC book]. 

 

2. Converter Control System 

The control objectives discussed in the previous sections can be realized by the control 

systems of the VSC stations. The control systems of VSC and MMC have the same basics; 

however, MMC requires additional energy/current control systems. First, the control systems 

of the conventional VSC are investigated and then the additional requirement of MMC are 

explained. 

 

2.1 Control System of Conventional VSC 

Varieties of control systems have been proposed for VSC HVDC systems. Direct control 

using modulation index and phase angle has been widely implemented [ref2, ref2»9,16]. 

However, this type of controller is unable to independently regulate active and reactive power 

due to the high degree of coupling between control parameters. Another drawback of this 

 

Fig. 8. I-V curve and P-V curve for droop control [ref HVDC book].  

 

Figure 65: I-V curve and P-V curve for droop control [22].

10 Converter Control System
The control objectives discussed in the previous sections can be realized
by the control systems of the VSC stations. The control systems of VSC
and MMC have the same basics; however, MMC requires additional en-
ergy/current control systems. First, the control systems of the conventional

116



Deliverable 3.1

VSC are investigated and then the additional requirement of MMC are ex-
plained.

10.1 Control System of Conventional VSC

Various control systems have been proposed for VSC HVDC systems. Direct
control using modulation index and phase angle has been widely implemented
[5], [28], [29]. However, this type of controller is unable to independently
regulate active and reactive power due to the high degree of coupling between
control parameters. Another drawback of this control system is the lack of
inner current control loops, which cannot limit the VSC output current.

The most popular control systems which are based on the inner current
control loops are resonant controller and decoupled vector control. Since the
decoupled vector control, known as “d-q control”, provides better performance
as compared with resonance control, this is the de facto control system for
the VSC HVDC systems [5].

In d-q control approach, current and voltage variables are mapped to
d-q axis and treated as dc waveforms under steady state conditions [30],
[31]. This in turn, permits utilization of PI controller with simple structure
and low dynamic orders. However, the d-q control requires a Phase-Locked
Loop (PLL) to adjust the rotational speed of the dq-frame, θ, so that the
q-component of grid voltage is forced to zero in steady state conditions.

In its most common structure, the d-q controller is based on the inner
current loops which are decoupled so that the active and reactive power
can be regulated independently. The references to the d-q current loops are
provided by outer control loops which are usually the active and reactive
power loops.

The d-q control system of a VSC is shown in Fig. 66. The control system
can be divided into three parts: the internal control, inner control, and outer
control. The internal control is commonly the modulation techniques used
to drive the IGBT gate signals g1 . . . gn based on the references provided by
the inner control loops, mabc. The inner current loops are essentially two PI
regulators which make sure that the d-q current references are tracked with
the desirable dynamics and zero steady state error. The outer control loops
produce d-axis current reference from either active power reference (Pac)
or dc-link voltage reference (Vdc); and q-axis current reference from either
reactive power reference (Qac) or ac terminal voltage reference (Vac).

117



Deliverable 3.1

control system is the lack of inner current control loops, which cannot limit the VSC output 

current.  

The most popular control systems which are based on the inner current control loops are 

resonant controller and decoupled vector control. Since the decoupled vector control, known 

as “d-q control”, provides better performance as compared with resonance control, this is the 

de facto control system for the VSC HVDC systems [ref2].  

In d-q control approach, current and voltage variables are mapped to d-q axis and treated as 

dc waveforms under steady state conditions [ref book Iravani, ref2»18]. This in turn, permits 

utilization of PI controller with simple structure and low dynamic orders. However, the d-q 

control requires a Phase-Locked Loop (PLL) to adjust the rotational speed of the dq-frame, 

ɵ, so that the q-component of grid voltage is forced to zero in steady state conditions. 

In its most common structure, the d-q controller is based on the inner current loops which are 

decoupled so that the active and reactive power can be regulated independently. The 

references to the d-q current loops are provided by outer control loops which are usually the 

active and reactive power loops. 

The d-q control system of a VSC is shown in Fig.9. The control system can be divided into 

three parts: the internal control, inner control, and outer control. The internal control is 

commonly the modulation techniques used to drive the IGBT gate signals g1…gn based on 

the references provided by the inner control loops, mabc. The inner current loops are 

essentially two PI regulators which make sure that the d-q current references are tracked with 
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Fig. 9. DQ control of VSC HVDC system.  

 
Figure 66: dq control of VSC HVDC system.

The common practice is that the outer control loops (power and volt-
age loops) operate with lower bandwidth compared with the relatively high
bandwidth of the inner control loops (current loops). Ideally, for any cas-
caded control system with fully decoupled operation, the outer control loops
should be at least four to ten times slower than the inner control loops [5],
[32], [33]. A detailed discussion on how to design and tune this control system
is provided in [30].

10.2 Control System of MMC

The structure of a MMC is presented in Fig. 67. Each leg of the MMC
contains two arms (upper and lower), and each arm is made up of hundreds
of submodules (SMs). Various topologies for submodules have been intro-
duced in literature; however, for the purpose of control system design we only
consider half bridge topology for submodule.

In order to control the MMC shown in Fig. 67, various approaches have
been proposed in literature. However, the following classification can be
made [34], [35]:

• Non-energy control approach (uncompensated modulation): This ap-
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the desirable dynamics and zero steady state error. The outer control loops produce d-axis 

current reference from either active power reference (Pac) or dc-link voltage reference (Vdc); 

and q-axis current reference from either reactive power reference (Qac) or ac terminal voltage 

reference (Vac).  

The common practice is that the outer control loops (power and voltage loops) operate with 

lower bandwidth compared with the relatively high bandwidth of the inner control loops 

(current loops). Ideally, for any cascaded control system with fully decoupled operation, the 

outer control loops should be at least four to ten times slower than the inner control loops 

[ref2, ref2»13,15]. A detailed discussion on how to design and tune this control system is 

provided in [ref Iravani]. 

 

2.2 Control System of MMC 

The structure of a MMC is presented in Fig. 10. Each leg of the MMC contains two arms 

(upper and lower), and each arm is made up of hundreds of submodules (SMs). Various 

topologies for submodules have been introduced in literature; however, for the purpose of 

control system design we only consider half bridge topology for submodule. 

In order to control the MMC shown in Fig. 10, various approaches have been proposed in 

literature. However, the following classification can be made [ref9, ref9»5]: 

 Non-energy control approach (uncompensated modulation): 

 

Fig. 10. Typical structure of MMC [ref9].  

 

Figure 67: Typical structure of MMC [34].

proach includes direct voltage modulation [36] or open-loop modulation
[37], which are known to be asymptotically stable but their transients
depend on the converter impedances rather than being imposed by
a controller, leading to slow time constant and undesirable dynamics
[38]. Moreover, a Circulating Current Suppressing Control (CCSC) is
required to eliminate circulating current inside the MMC [39].

• Energy-controlled approach (compensated modulation): This approach
is also called closed-loop control approach [40], in which no parasitic
voltage components appear, but it requires arm energy controllers to
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This approach includes direct voltage modulation [ref9»6] or open-loop modulation 

[ref9»7], which are known to be asymptotically stable but their transients depend on 

the converter impedances rather than being imposed by a controller, leading to slow 

time constant and undesirable dynamics [ref9»8]. Moreover, a Circulating Current 

Suppressing Control (CCSC) is required to eliminate circulating current inside the 

MMC [ref9»9]. 

 

 Energy-controlled approach (compensated modulation): 

This approach is also called closed-loop control approach [ref9»10], in which no 

parasitic voltage components appear, but it requires arm energy controllers to ensure 

an asymptotically stable system [ref9»11]. 

2.2.1 General Scheme for MMC Control System 

The general control structure of MMC is shown in Fig. 11. The control loop for the output 

current has the highest bandwidth (fast response) of all nested control loops and it can be 

regarded as the heart of the control system. The output of the current control loop is voltage 

references which can be forwarded directly to the modulation control in case of conventional 

VSC. However, due to the complexity of MMC, the voltage references are used to control 

the circulating current and capacitor voltage balancing. Then, the result references, known as 

insertion indices, are fed into another control stage including modulation and submodule 

balancing control. Finally, gate signals are produced and applied to the relevant submodule 

[ref Book MMC]. 

 

Referring to Fig. 11, the inner current loop and outer power/voltage loop are more or less 

similar to the control system of conventional VSC (see Fig. 10). But, the internal control of 

MMC is much more complicated than conventional VSC. Two specific control functions are 

performed by Arm Balancing Control: circulating current control, which in fact, controls the 

charging and discharging of the submodule capacitors; and the sum capacitor voltage control 

(arm voltage control), which makes sure the sum capacitor voltages converge to dc-link 

voltage [ref Book MMC].  

The main control approaches for sum capacitor voltage control are as follows: direct voltage 

control [ref Book MMC»1], closed loop voltage control [ref Book MMC»14], and open loop 

voltage control [ref Book MMC»15]. A detailed discussion on the advantages and 

disadvantages of each control approach is given in [ref Book MMC]. 
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Fig. 11. Typical control system of MMC.  

 
Figure 68: Typical control system of MMC.

ensure an asymptotically stable system [41].

General Scheme for MMC Control System
The general control structure of MMC is shown in Fig. 68. The control

loop for the output current has the highest bandwidth (fast response) of
all nested control loops and it can be regarded as the heart of the control
system. The output of the current control loop is voltage references which can
be forwarded directly to the modulation control in case of conventional VSC.
However, due to the complexity of MMC, the voltage references are used
to control the circulating current and capacitor voltage balancing. Then,
the result references, known as insertion indices, are fed into another control
stage including modulation and submodule balancing control. Finally, gate
signals are produced and applied to the relevant submodule [41].

Referring to Fig. 68, the inner current loop and outer power/voltage loop
are similar to the control system of conventional VSC (see Fig. 66). But, the
internal control of MMC is more complicated than conventional VSC. Two
specific control functions are performed by Arm Balancing Control: circu-
lating current control, which in fact, controls the charging and discharging
of the submodule capacitors; and the sum capacitor voltage control (arm
voltage control), which makes sure the sum capacitor voltages converge to
dc-link voltage [41].

The main control approaches for sum capacitor voltage control are as fol-
lows: direct voltage control [42], closed loop voltage control [43], and open
loop voltage control [43]. A detailed discussion on the advantages and dis-
advantages of each control approach is given in [41].

Energy-based Control System of MMC
The energy-based control system is shown in Fig. 69(a). A very detailed
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2.2.2 Energy-based Control System of MMC 

The energy-based control system is shown in Fig. 12. A very detailed discussion on this 

control system is provided in [ref7] and [ref9]. 

In this approach, two control systems are operating together to produce the voltage references 

for the modulation and submodule balancing systems of a MMC. One control system is 

responsible for controlling the output current (power) of MMC, while another takes the role 

of controlling the internal energy of the MMC. As it indicated in Fig. 12 (b), the control 

system has the following sections: 

 Grid side (output) current control:  

This controller is common with conventional VSC control systems. It is identical to 

Fig. 9 in dq frame; however, it is also possible to design the controller in αβ frame 

and implement proportional-resonance controller (PR). It is also possible to produce 

references for the dc and ac components of grid (output) current, is. Doing so, we can 

force the dc components to zero making sure no dc current is injected into the ac grid.  

 Additive current control: 

This control system is responsible for regulating the currents flowing through arms 

and circulating inside the MMC, isum. This control system is somewhat independent 

from the grid side current control, meaning that both current controllers can be treated 

as two decoupled systems. The control system of isum operates to make sure the 

 

(a) 

 

(b) 

 

Fig. 12. Energy-based control system of MMC; (a) block diagram, (b) detailed control system [ref7] 

 
Figure 69: Energy-based control system of MMC; (a) block diagram, (b)
detailed control system [45].

discussion on this control system is provided in [34] and [45]. In this approach,
two control systems are operating together to produce the voltage references
for the modulation and submodule balancing systems of a MMC. One control
system is responsible for controlling the output current (power) of MMC,
while another takes the role of controlling the internal energy of the MMC.
As indicated in Fig. 69(b), the control system has the following sections:

• Grid side (output) current control: this controller is common with con-
ventional VSC control systems. It is identical to Fig. 66 in dq frame;
however, it is also possible to design the controller in αβ frame to reg-
ulate the grid current, is, at the fundamental frequency.

• Additive current control: this control system is responsible for regulat-
ing the currents flowing through arms and circulating inside the MMC,
isum. This control system is somewhat independent from the grid side
current control, meaning that both current controllers can be treated
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as two decoupled systems. The control system of isum operates to make
sure the internal energy of the MMC is balanced based on the references
received from outer control loops.

• Reference calculation: this part of the control system mainly produces
references based on mathematical equations. There is no control loop
inside and only references for grid current and additive current, respec-
tively, is and isum, are generated.

• Power feedforward: the exchanged power inside MMC is calculated
here and feedforward signals for energy loops are provided. This is
done only to improve the dynamics of the energy control loops and it
has no impact on the steady state performance.

• Energy control: energy control is the outer controller which calculates
the exchanged energy between three legs and dc link, and between
upper and lower arms of each leg. Using PI controllers, the outputs
of energy control loops are references of exchanged power between legs
and arms.

11 System Modeling for Control System De-
sign

In this section, the dynamic modeling of grid-connected conventional VSC,
MMC, and HVDC cable is carried out.

11.1 Modeling of grid-connected conventional VSC

The conventional VSC can be modeled in three phase abc frame, αβ frame,
and d-q frame. However, the most common approach is to use d-q frame
and implement conventional PI controllers since all variables would be dc
quantities. Referring to the VSC shown in Fig. 66, the three-phase ac grid
voltage can be written as

Vga(t) = V̂g cos(ω0 t+ θ0) (79)

Vga(t) = V̂g cos(ω0 t+ θ0 −
2 π

3
) (80)
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𝐿
𝑑 𝑖 

𝑑𝑡
= −𝑅 𝑖 + (𝑉𝑡⃗⃗  ⃗ − 𝑉𝑠⃗⃗⃗  )                (7) 

where, R and L are the output filter resistance and inductance, respectively; and Vt is the 

converter ac terminal voltage. Assuming that the PLL adjusts the rotational speed of d-q 

frame, applying the d-q transformation would result in the following dynamic equations: 

𝐿
𝑑 𝑖𝑑
𝑑𝑡

= 𝐿 𝜔0 𝑖𝑞 − 𝑅 𝑖𝑑 + 𝑉𝑡𝑑 − 𝑉𝑠            (8) 

𝐿
𝑑 𝑖𝑞

𝑑𝑡
= −𝐿 𝜔0 𝑖𝑑 − 𝑅 𝑖𝑞 + 𝑉𝑡𝑞            (9) 

The equations (8) and (9) are, in fact, the plant transfer functions of the VSC. The design and 

tuning of the inner current control loops are based on the abovementioned equations. It is 

worth mentioning that the terms  (𝐿 𝜔0 𝑖𝑞) and (−𝐿 𝜔0 𝑖𝑑) appear in the equations due to 

the d-q transformation.  

The complete model of a grid-connected VSC, including controllers, is shown in Fig. 9; 

however, the inner current control loops can be further simplified with two independent 

control loops as presented in Fig. 13.  

 

The PI controllers, Kd(s) and Kq(s), have similar proportional and integral coefficients, 

𝐾𝑑(𝑠) =  𝐾𝑞(𝑠) =
𝑘𝑝 𝑠 + 𝑘𝑖

𝑠
        (10) 

A common practice is to select the coefficients as follows: 

𝑘𝑝 =
𝐿

𝜏𝑖
       𝑎𝑛𝑑      𝑘𝑖 =

𝑅

𝜏𝑖
 

where 𝜏𝑖 is the time constant of the resultant close loop system. This time constant is a design 

choice: it should be small for fast current control response, but large enough such that 1/𝜏𝑖, 
which is the bandwidth of the closed loop system, is smaller (10 times) than the switching 

Kd (s) 1/(R+L s)+
id id

ref
uded

Kq (s) 1/(R+L s)+
iq iq

ref
uqeq

-

-

 

Fig. 13. Simplified inner current control loops of VSC  

 
Figure 70: Simplified inner current control loops of VSC.

Vga(t) = V̂g cos(ω0 t+ θ0 −
4 π

3
) (81)

where V̂g is the peak value of the line-to-neutral voltage, ω0 is the AC system
(source) frequency, and θ0 is the source initial phase angle. The space-phasor
equivalent of the grid three-phase voltages can be written as [30],

−→
V g = V̂s e

j(ω0t+θ0) (82)

The dynamics of the ac side of the VSC are described by the following space-
phasor equation:

L
d
−→
i

dt
= −R−→i + (

−→
V t −

−→
V s) (83)

where, R and L are the output filter resistance and inductance, respectively;
and Vt is the converter ac terminal voltage. Assuming that the PLL adjusts
the rotational speed of d-q frame, applying the d-q transformation would
result in the following dynamic equations:

L
did
dt

= Lω0iq −Rid + Vtd − Vs (84)

L
diq
dt

= −Lω0id −Riq + Vtq (85)

The plant transfer functions of the VSC can be simply obtained from (84)
and (85). The design and tuning of the inner current control loops are based
on the above-mentioned equations. It is worth mentioning that the terms
(Lω0iq) and (−Lω0id) appear in the equations due to the d-q transformation.

The complete model of a grid-connected VSC, including controllers, is
shown in Fig. 66; however, the inner current control loops can be further
simplified with two independent control loops as presented in Fig. 70.
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The PI controllers, Kd(s) and Kq(s), have similar proportional and inte-
gral coefficients,

Kd(s) = Kq(s) =
kp s+ ki

s
(86)

A common practice is to select the coefficients as follows:

kp =
L

τi
and ki =

R

τi

where τi is the time constant of the resultant close loop system. This time
constant is a design choice: it should be small for fast current control re-
sponse, but large enough such that 1/τi, which is the bandwidth of the closed
loop system, is smaller (10 times) than the switching frequency of VSC. De-
pending on the requirement and application, τi is chosen in the range of 0.5
to 5 ms [30].

The current references, indicated in Fig. 70, can be supplied by the outer
power/voltage control loops as shown in Fig. 66. As discussed earlier, the
dq-axis reference can be calculated by ac power, which is,

irefd =
2

3Vsd
P ref
s (87)

irefq = − 2

3Vsd
Qref
s (88)

This method is known as feedforward control which has robustness issues [5].
An alternative way is to regulate power using a PI controller as indicated in
Fig. 66. Moreover, it is also possible to use dc-link voltage and ac voltage,
Vdc and Vac, to generate, respectively, the d and q-axis current references.
However, the inner current control loops of Fig. 70 are at the heart of all
available control schemes.

11.2 Modeling of MMC

Dynamics and control of MMC is fully described in [41]. Since the typical
MMCs in HVDC application may have very high number of sub-modules
(400 level MMC), very detailed models of MMC may include thousands of
semiconductor switches and normally must use small numerical integration
time-steps to accurately represent high-frequency events [46]. The compu-
tational burden introduced by detailed models may not be necessary for the
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purpose of control system design. It is possible to estimate the similar be-
havior and dynamic response by implementation of simplified MMC models.
These simplified models also known as average models replicate the average
response of switching devices [47], [48], [49].

The detailed switching models which include all ac and dc components
of variables can be obtained systematically. Generalized voltage-based state-
space modeling including control loops is proposed in [50]. Another detailed
model suitable for energy-based control system is addressed in [51]. For a
power system dynamic simulation and control design approaches, the com-
prehensive switching level models have no key dynamic contribution to the
dynamics of the integrated system [52], [53], [54]. Moreover, in [46], it is
shown that the proposed average model accurately replicates the dynamic
performance of the detailed switching model. Hence, for the purpose of
MMC modeling, the average model will be adopted.

The following modeling approach of MCC is adopted mainly from [34],
[36], [45]. Referring to Fig. 67, the dynamic equations of the MCC per phase
are (j = a, b, c)

V DC
u − vju − vjg − vn =

Rai
j
u + La

diju
dt

+ (Rs +Rg)i
j
s + (Ls + Lg)

dijs
dt

(89)

V DC
l − vjl − v

j
g − vn =

−Rai
j
l − La

dijl
dt

+ (Rs +Rg)i
j
s + (Ls + Lg)

dijs
dt

(90)

where,
Ra, La: arm resistance and inductance.
Rs, Ls: as filter resistance and inductance.
V DC
u , V DC

l : upper and lower voltages of the HVDC link.
vjg : thevenin ac grid voltage.
vju, v

j
l : voltages applied by the upper and lower arms.

iju, i
j
l : current flowing through the upper and lower arms.

ijs: ac grid current.
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It is a common practice to define the following variables for convenience:

vjdiff = 1/2(−vju + vjl )

vjsum = vju + vjl
ijsum = 1/2(iju + ijl )

R = Rs +Rg +Ra/2

L = Ls + Lg + La/2

and


vju = −vjdiff + 1/2vjsum
vjl = vjdiff + 1/2vjsum
iju = 1/2ijs + ijsum
ijl = −1/2ijs + ijsum

In the above-mentioned definitions, vjdiff is called differential voltage which
is approximately equal to the ac grid voltage; vjsum is the additive voltage ap-
proximately equal to the sum of the dc poles voltages. ijsum is the circulating
current flowing through the arms of phase j and has no impact on the grid
ac current.

Adding and subtracting (89) and (90) and replacing the variables defined
above, we have

1

2
(V DC

u − V DC
l ) + vjdiff − v

j
g − vn = R ijs + L

dijs
dt

(91)

vjsum − (V DC
u + V DC

l ) = −2Ra i
j
sum − 2La

dijsum
dt

(92)

Equations (91) and (92) describe the dynamics of MMC and are therefore
suitable for small-signal analysis and control system design. However, it is
not easy to transform them into d-q frame and make them dc quantities. It
is well-known that ijsum contains both dc and ac components [50], [51]:

• A dc component associated with the total internal energy of converter,

• A fundamental frequency component that can be associated with the
energy exchange between the upper and lower arms,

• A second harmonic component associated with the double frequency
characteristics of the single phase power flow in each phase.

Hence, the modeling of MMC becomes complicated as variables with mixed
ac and dc components cannot be transferred into the d-q frame easily. Various
approaches are introduced to overcome this problem. The detailed modelings
in [50] and [51], in fact, consider all components of variables and introduce
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 A dc component associated with the total internal energy of converter, 

 A fundamental frequency component that can be associated with the energy exchange 

between the upper and lower arms, 

 A second harmonic component associated with the double frequency characteristics 

of the single phase power flow in each phase. 

Hence, the modelling of MMC becomes complicated as variables with mixed ac and dc 

components cannot be transferred into the d-q frame easily. Various approaches are 

introduced to overcome this problem. The detailed modellings in [ref28] and [ref29], in fact, 

consider all components of variables and introduce several transformation frames; however, 

for the purpose of control system design, the models are unnecessary complicated. More 

simplified approaches are delivered in [ref7] and [ref9]. However, the basic dynamic 

equations (15) and (16) are similar in all approaches. 

 

3.3 Modelling of HVDC Cable 

The dynamic behavior of HVDC cable has a major impact on the stability of the system. 

There are two main methods to model cable; lumped and distributed parameters models. 

Regarding the former, cascaded pi-sections are used; while in the later method, the wideband 

known as Universal Line Model is usually the preferred alternative for accurate 

Electromagnetic Transient simulations [ref9], [ref9»23]. However, these models cannot be 

adopted in state-space modeling. This issue is addressed in [ref9»14], deriving a lumped 

parameters vector fitting based model with parallel branches that accurately reproduce the 

detailed wideband models [ref9»24]. 

This model is presented in Fig. 14, where v+ refers to the positive monopole corresponding 

to ½ VDC in steady state conditions. The more cascaded sections are considered for this 

model, the more accurate response can be obtained. Some studies considered only one section 

[ref9»13,14]. However, higher number of sections are required for long cables (five sections 

or more).  

  

 

Fig. 14. Cable model with parallel series branches [ref9]. 

 

Figure 71: Cable model with parallel series branches [34].

several transformation frames; however, for the purpose of control system de-
sign, the models are unnecessarily complicated. More simplified approaches
are delivered in [34] and [45]. However, the basic dynamic equations (91)
and (92) are similar in all approaches.

11.3 Modeling of HVDC Cable

The dynamic behavior of HVDC cable has a major impact on the stability
of the system. There are two main methods to model cables: lumped and
distributed parameters models. Regarding the former, cascaded pi-sections
are used; while in the later method, the wideband known as Universal Line
Model is usually the preferred alternative for accurate Electromagnetic Tran-
sient simulations [34], [55]. However, these models cannot be adopted in
state-space modeling. This issue is addressed in [56], deriving a lumped pa-
rameters vector fitting based model with parallel branches that accurately
reproduce the detailed wideband models [57].

This model is presented in Fig. 71, where v+ refers to the positive
monopole corresponding to 1/2VDC in steady state conditions. The more
cascaded sections are considered for this model, the more accurate response
can be obtained. Some studies considered only one section [56], [58]. How-
ever, higher number of sections are required for long cables (five sections or
more). For n sections, (1 + 4n) differential equations are obtained [34]:

dv1

dt
=

4

C
(i1 −

3∑
k=1

i1,2,k −
G

4
v1) (93)
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dii,i+1,k

dt
=

1

2Lk
v1−

1

2Lk
vi,i+1−

Rk

Lk
ii,i+1,k i = 1, ..., n and k = 1, 2, 3 (94)

dv2

dt
=

4

C
(

3∑
k=1

in,n+1,k − i2 −
G

4
v2) (95)

dvi,i+1

dt
=

2

C
(

3∑
k=1

ii,i+1,k −
3∑

k=1

ii+1,i+2,k −
G

2
vi,i+1) i = 1, ..., n, n ≥ 2 (96)

where,
i1, i2: input and output currents of the cable.
v1, v2: total voltages at each cable terminal.
vi,i+1: total voltage after section i, i+ 1.
ii,i+1,k : current flowing through section i, i+ 1, branch k.
Rk, Lk: equivalent pole resistance/inductance of branch k.
C,G: equivalent pole capacitance/admittance.
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Part V

Conclusions
This deliverable is the outcome of the research performed within Work Pack-
age 3 of the InnoDC project. It is the result of an effort to study different
aspects of AC and DC grid operation in the following domains: reliability,
stability, protection and control. The aim of the report has been to high-
light the challenges associated with AC/DC grids; provide an overview of the
state-of-the-art regarding the operation of these grids; and discuss the time
frames and modelling complexity relevant to each of the domains of power
system operation.

Below is a summary of the topics that were covered, main takeaways and
ideas for the continuation of the project:

Reliability As the current method of reliability assessment, the N-1 reli-
ability criterion, does not consider the likelihood of occurrence of a contin-
gency and may lead to situations of either higher costs of measures taken
or of higher operational risk. Moreover, there is an escalation in system
uncertainties due to a multitude of factors such as the increased renewable
generation, intra-day markets and development of smart grids. Thus, there is
a need to switch to risk-based or probabilistic reliability criteria for optimal
grid operation. Owing to the large-scale development of HVDC grids and
their property of robust control, it is envisaged to consider the controllability
of HVDC grid elements into the existing reliability assessment process and to
mitigate system uncertainty. In view of the above, an implementation of the
security constrained optimal power flow with added flexibility from HVDC
elements is envisaged for ensuring reliable grid operation. As the AC/DC
SCOPF problem exhibits huge computational size and difficulty in dealing
with the discrete variables, the possibility to utilize convex relaxations for
the same are discussed. Finally, the development of a multi-stage AC/DC
SCOPF is proposed so as to provide flexible options to a system operator for
reliable grid management in an environment of uncertainty.

Stability The increase in the number of power electronic-interfaced devices
in the grid has improved the overall grid controllability but, in turn, gave rise
to dynamic issues that could eventually take the system to an unstable state.
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As the same time, there is an uncertainty regarding the limits and accuracy
of traditional transient stability programs to study this new phenomena and
to what extent the models used today are accurate. In view of that, the
principles behind the traditional phasor-based modelling were reviewed and
a summary of the most commonly used phasor-based models for the main
AC/DC power grid components was provided. Future work will focus on the
development of reduced-order models for different AC system studies.

AC Protection With the integration of VSC based HVDC link, the AC
power system network faces new challenges, different from all the experience
gathered to date. Despite the continued study and simulations of the inter-
actions between the AC and DC grids, the interactions and the challenges
which the AC system, more precisely, the AC transmission protections face,
are still not fully understood. The focus will be to complete the list of poten-
tial challenges of HVDC and VSC technology on AC transmission protection
systems. Including gathering experience from current super grid connections
or HVDC technology users on AC systems from all over the world; Some
of the methods or generic approach for relay parameters setting and testing
were described, which support Protection Engineers. The next step will be
to understand how test cases are designed, which will support the work going
forward. Modelling and testing relays can be done by combining external
models (using MATLAB, C++) with EMTP software, or by utilising software
package which has inbuilt simulation options and commercial relay models.
The second is the most common approach for TSO Protection Engineers and
will be the focus of the efforts going forward. The goal is to continue to
assess current software packages and better in-depth understanding of the
relay models and simulation definitions available within these tools. This
will allow a more realistic testing or simulation, because the models can re-
semble real systems. To support this testing it is necessary to understand
what VSC-based HVDC networks models are more appropriate for the type
of testing, including simplifications and main time frame applications.

DC Protection DC protection is an essential part for the stability and
reliability of a hybrid AC/DC system. DC grid protection and the interaction
between AC and DC networks were discussed in Section 5. The challenges
for DC protection has been given firstly. Then the DC protection system
and time frame of DC protection were analyzed. Different DC protection
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devices (such as ACCBs, DCCBs, FB-MMCs) were discussed in terms of
their different characteristics. Finally, the interaction of the AC and DC
network was analyzed based on ac faults and possible solutions were given.
Future work will cover the analysis of DC protection in both point-to-point
links and MTDC systems. Cables and overhead lines will also be included
to analyze the transient characteristics of DC faults.

Control This chapter of the report considers various aspects of the control
systems in HVDC application. First, the control objectives and requirements
are described based on the types of ac grids the HVDC system is connected
to. HVDC systems are divided into three main categories, including grid
connected, grid forming, and weak ac grid connected. Each of them requires
certain control objectives which slightly alters the control system of converter.
Second, the concept of multiterminal dc grid is introduced, which is followed
by a brief discussion on the various dc voltage control alternatives with focus
on the droop controller. Since the control objectives of an HVDC system
are realized only through power electronic converters, the control systems of
conventional voltage source converters and modular multilevel converters are
explained. Only the cascaded (multiloop) control system in dq-frame is con-
sidered. Finally, the modeling of various components of HVDC systems are
addressed. The dynamic equations and transfer functions of grid-connected
converters are derived in dq-frame, and HVDC cable is modeled adopting a
lumped parameters vector fitting based approach.
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