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Summary

This document contains a description of the InnoDC project De-
liverable 1.5. It develops toolboxes to model SiC MOSFETs for power
electronics converters and to design the controller for DC transform-
ers.
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1 Introduction

1.1 DC transformer switches modelling

Semiconductor switches are the key component to build power electronic
converters such as MMC and DC transformers. Silicon Carbide (SiC) MOS-
FETs have become very attractive for high efficiency and high power density
applications due to their superior properties. Compared to Si IGBTs, SiC
MOSFETs have the advantages of low on-resistance, fast switching speed,
low switching losses and high junction temperature capability [1]. However,
high switching speed of SiC devices brings to more serious electromagnetic in-
terface (EMI) issues due to the higher dv/dt and di/dt during the switching
transients [2]. Moreover, the efficiency and power density of the convert-
ers highly depend on the switching losses during the switching transients.
Experimental approaches can be used to mitigate EMI issues and optimize
the efficiency and power density by multiple rounds of prototype testing,
which are both time and money consuming. An alternative approach is
the simulation-based design of power electronic converters. To accurately
simulate the EMI and switching losses, an accurate transient model of SiC
MOSFETs is required to predict the waveforms of the switching transients
[3].

Although many manufacturers have provided simulation models for their
discrete SiC MOSFETs, there are very few commercial models for SiC MOS-
FET power modules. The converter designers often need to build the model
for the power modules by themselves. However, most converter designers
are not semiconductor experts. A simple and detailed modelling approach
that can be used for various SiC MOSFET power modules is required to help
these designers.

There have been various models presented in the literature [4]. An ac-
curate SiC MOSFET model is built in [2] by measuring the IDS-VDS char-
acteristics of the high-voltage and high-current region and the on-state ca-
pacitance characteristics. However, additional measurement equipment and
test circuits are required for this model, which might not be available for
converter designers. From this perspective, a datasheet-based modelling ap-
proach without additional experimental measurements is preferred because
it can be adopted by all designers. A datasheet-based SiC MOSFET model
is proposed in [5] with wide temperature range. Another accurate subcir-
cuit model of SiC half-bridge modules is proposed in [3] for switching-loss
optimization based on datasheet information. However, both models used
segmented capacitance models which might cause a convergence problem [6].
To solve the convergence problem, a non-segmented model is proposed in [7].
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SiC MOSFET models usually contain complicated nonlinear equations
and multiple parameters to accurately model the current and capacitance
characteristics. Although the same model can be used for different power
modules, the parameters in the model are distinct. Therefore, the model
parameters should be extracted based on the datasheet of specific power
modules. Although there are various models in the literature, the param-
eter extraction procedure of these models is either too complicated or not
well-established, which hinders the application of the models for converter
designers. Therefore, a step-by-step parameter extraction procedure is re-
quired.

In this report, a toolbox to model SiC MOSFET half-bridge power mod-
ules is proposed. The proposed step-by-step modelling approach considers
temperature characteristics. The drain-to-source current, anti-parallel diode
and parasitic capacitors are accurately modelled based on datasheet. The
temperature dependency is considered. A step-by-step parameter extrac-
tion approach of each component is clearly introduced. A SPICE model
for a commercial power module is built based on the proposed modelling
approach. The established model is verified by comparing experiment and
PSpice simulation results of the same double pulse tester (DPT). This mod-
elling approach can be easily applied to model other SiC MOSFET power
modules so that it can help converter designers develop their own model
quickly and accurately.

1.2 Controller design of DC transformers

The DC transformer (i.e. DC/DC converter) for Direct Current (DC) grids is
still a developing technology. The motivation of researching DC transformers
for DC grids is the rapid growth of High Voltage DC (HVDC) transmission
lines in Europe, China and all around the world. In the future, these point-
to-point HVDC links can be interconnected to build a DC grid. However,
nowadays the HVDC links are designed without standardization. The HVDC
links are designed at different voltage levels, different ground configurations,
and different valves (VSC or LCC). Therefore, to interconnect these HVDC
links to form a future DC grids, DC transformers are necessary.

In Deliverable 1.1, different topologies of DC transformers for DC grids
have been discussed. In Deliverable 1.2, The modulation, control strategy,
and protections of the DAB-based DC transformer is presented. In this
report, a toolbox to design the voltage controller of the DAB-based DC
transformer is presented and validated.
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Figure 1: A 1200-V 120-A SiC MOSFET Half-Bridge Power Module
CAS120M12BM2: (a) Package, (b) Schematic,
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Figure 2: Subcircuit model of a pair of SiC MOSFET and anti-parallel diode
in the power module.

2 Toolbox to model SiC MOSFET switches

for DC transformer

2.1 Model Description

A 1200V 120A SiC half-bridge module CAS120M12BM2 [8] from Wolfspeed
is used to explain the proposed modelling approach. The same approach can
be used for other SiC MOSFETs. The power module is shown in Fig 1(a).
As shown in Fig. 1(b), the half-bridge module is packaged with two pairs
of SiC MOSFETs and anti-parallel SiC Schottky diodes. Fig. 2 shows the
subcircuit model of a pair of SiC MOSFET and anti-parallel diode in the
module. The model consists of three major parts: drain-to-source current
IDS model, diode model and capacitance models. These three parts are
modelled as follows.
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2.1.1 IDS model

In Fig. 2, a voltage-controlled current source IDS and a series resistor RD1 are
used to model the drain-to-source current of the SiC MOSFET. The model
is based on the standard MOSFET level 1 SPICE model [9]:

if VDS < 0 or VGS < VGS(th),

IDS = 0 (1)

if 0 < VDS < VGS − VGS(th),

IDS = Kp

(
VGS − VGS(th) −

Vch
2

)
Vch (1 + λVch) (2)

if VDS > VGS − VGS(th),

IDS = Kp

(
VGS − VGS(th)

)2
2

(1 + λVch) (3)

Kp = Kp1 +Kp2 (VGS − 10) (4)

Vch = VDS −RD1IDS (5)

where VGS and VDS are respectively the gate-to-source and the drain-to-
source voltages; Vch is the channel voltage applied to the voltage-controlled
current source IDS; VGS(th) is the gate threshold voltage; λ is the coefficient
of short-channel effect; Kp is the transconductance coefficient, which is mod-
elled as a linear function of VGS with two parameters Kp1 and Kp2 in (4). In
the IDS model, Kp1, Kp2, VGS(th), RD1 and λ are the parameters that need
to be extracted according to the datasheet. Furthermore, to consider the
temperature characteristics, Kp1, Kp2, VGS(th) and RD1 are modelled as lin-
ear or quadratic functions of temperature: Kp1(T ), Kp2(T ), VGS(th)(T ) and
RD1(T), based on the curve fitting results. The detailed modelling approach
will be described in Section 2.2.

2.1.2 Diode model

In Fig. 2, a voltage-controlled current source ID and a series resistor RD2

are used to model the current behavior of the anti-parallel diode. The model
can be described in the following equations:

ID = IS

(
exp

(
qVD
kT

)
− 1

)
(6)
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VD = VSD −RD2ID (7)

where VSD is the source-to-drain voltage; VD is the diode voltage applied to
the voltage-controlled current source ID; IS is the reverse saturation current;
q = 1.602× 10−19 C is the elementary charge; k = 1.3806488× 10−23 J/K is
the Boltzmann’s constant; T is the Kelvin temperature.

2.1.3 Capacitance models

In Fig. 2, three capacitors, CGS, CGD and CDS, are used to model the
parasitic capacitors of the SiC MOSFET. CGS is modelled as a constant
capacitor. CDS and CGD are modelled as nonlinear capacitors as shown in
(8) [3] and (9) [10].

CDS = CDS0

(
Vbi

VDS + Vbi

)MCDS

(8)

CGD =
CGD0(

1 + VDG

(
1 + k1

1+tanh(k2(VDG−VT ))
2

))MCGD
(9)

where VDG is the drain-to-gate voltage; CDS0, Vbi, MCDS are the parameters
for CDS; CGD0,MCGD, k1, k2 and VT are the parameters for CGD.

2.2 Step-by-step modelling approach

2.2.1 Modelling approach of IDS at 25 °C

Firstly, the modelling approach of IDS at 25 °C is described. The same
modelling approach can be used for IDS model at different temperatures.
The parameters Kp1, Kp2, VGS(th), RD1 and λ need to be extracted based on
the IDS–VGS transfer characteristics and IDS–VDS output characteristics at
25 °C from the datasheet as shown in Fig. 3. The software GetData Graph
Digitizer is used to convert the graphs of IDS characteristics in the datasheet
into digital data. MATLAB curve fitting toolbox is used to do the curve
fitting to extract parameters.

1) Coefficient of short-channel effect λ
Due to the short-channel effect, the channel length modulation occurs in SiC
MOSFETs, which makes the positive current slope in the saturation region
[11]. The short channel effect can be observed in Fig. 3(a) in the saturation
region when VGS = 10 V. In the saturation region, Vch is the dominant factor
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((a)) IDS–VDS output characteristics at 25 °C.

((b)) IDS–VGS transfer characteristics.

Figure 3: IDS characteristics of CAS120M12BM2 in the datasheet.

of VDS due to the high channel resistance when the channel is pinched off.
The voltage drop on RD1 can be ignored. It can be assumed that Vch ≈ VDS.
Therefore, Vch in (3) can be replaced with VDS. (3) can be simplified as:

IDS = A(1 + λVDS) (10)

where A = Kp
(VGS−VGS(th))

2

2
is a constant value when VGS = 10 V. λ can

be extracted by curve fitting to fit (10) to the saturation region of IDS–VDS
curve when VGS = 10 V in Fig. 3(a).

2) Gate threshold voltage VGS(th)
The gate threshold voltage is defined as the gate-to-source voltage when

the MOSFET starts to conduct a certain small amount of current. However,
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Table 1: Extracted Kp with different VGS.

VGS 10 V 12 V
Kp 4.886 5.450

different MOSFETs and manufacturers might have different criteria of this
current magnitude from 1 mA up to 50 mA. Therefore, it is better to extract
the VGS(th) for the model, although it is already provided in the datasheet
[3]. In the datasheet, the transfer characteristics, i.e. the IDS–VGS curve,
are usually measured with a high drain-to-source voltage bias so that IDS is
saturated. For example, in the datasheet of CAS120M12BM2, VDS = 20 V
is used to measure the transfer characteristics as shown in Fig. 3(b). In
the saturation region, Vch ≈ VDS can be assumed, since Vch is the dominant
factor of VDS . Therefore, Vch in (3) can be replaced with VDS = 20 V. (3)
can be simplified as:

IDS = B

(
VGS − VGS(th)

)2
2

(11)

where B = Kp(1 + λVDS) is a constant value when VDS = 20 V. VGS(th) can
be extracted by curve fitting to fit (3) to the IDS–VGS curve in Fig. 3(b).

3) Transconductance coefficient Kp

Two sets of IDS–VDS curves are required since the transconductance co-
efficient is modelled with two parameters Kp1 and Kp2 in (4). The IDS–VDS
curves when VGS = 10 V and 12 V are chosen due to the high channel resis-
tance at low gate-to-source voltage. Therefore, the voltage drop on RD1 can
be ignored and Vch ≈ VDS can be assumed. In this case, Vch in (2) can be
replaced with VDS. (2) can be rewritten as:

IDS = Kp

(
VGS − VGS(th) −

VDS
2

)
VDS (1 + λVDS) (12)

Kp can be extracted by curve fitting to fit (12) to the linear region of IDS–VDS
curves when VGS = 10 V and 12 V in Fig. 3(a) respectively. Two different
values of Kp can be extracted with VGS = 10 V and 12 V respectively as
shown in Table 1. Afterwards, (4) can be used to fit Table 1 to extract Kp1

and Kp2.
4) Series resistance RD1

In the model shown in Fig. 2, the on-state resistance RDS(on) consists of
the channel resistance Rch of the current source IDS and the series resistance
RD1. RDS(on) is provided in the datasheet at specific conditions. For example,
in the datasheet of CAS120M12BM2, RDS(on) = 13 mΩ when VGS = 20 V and
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Figure 4: Modelling approach of IDS at 25 °C.

Table 2: Parameters of IDS at 25 °C.

KP1 KP2 VGS(th) (V) RD1(mΩ) λ
4.886 0.2818 3.992 6.001 0.043

IDS = 120 A. The channel voltage Vch can be calculated under the same VGS
and IDS condition according to (2). Rch and RD1 can be then calculated as:

Rch =
Vch
IDS

(13)

RD1 = RDS(on) −Rch (14)

5) RMS error check
After all the parameters are extracted, the accuracy of the model is

checked by comparing the simulated IDS−VDS characteristics with the char-
acteristics of the datasheet. The root mean square (RMS) error is calculated
using the following equation [2]:
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Curve fitting of model parameters

     as functions of temperature

Figure 5: Modelling approach of IDS with temperature dependency.
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Figure 6: Temperature dependency of model parameters.

RMS =

√∑N
i=1 | mi − si |2

N
× 100% (15)

where N, mi and si denote the number of data, measured and simulated val-
ues of IDS. If the calculated RMS error exceeds 5%, the parameter extraction
procedure will be done again until the RMS error is lower than 5%.

The step-by-step modelling approach of IDS is summarized in Fig. 4. The
extracted parameters are shown in Table 2.
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2.2.2 Modelling approach of IDS with temperature dependency

In the datasheet of CAS120M12BM2, the IDS characteristics at -40 °C, 25 °C
and 150 °C are provided. They can be used to model the temperature depen-
dency. The parameters Kp1, Kp2, VGS(th) and RD1 are modelled as linear or
quadratic functions of temperature: Kp1(T ), Kp2(T ), VGS(th)(T ) and RD1(T ).
Firstly, the parameters are extracted at different temperatures following the
same approach shown in Fig. 4 . Secondly, the linear or quadratic func-
tions are used to fit the values of each parameter at different temperatures.
The modelling approach is summarized in Fig. 5. The temperature depen-
dency of the parameters is shown in Fig. 6. The equations to describe the
temperature dependency are:

VGS(th) = −0.006T + 4.1416

KP1 = 0.0237T + 4.2227

KP2 = −0.0039T + 0.3816

RD1 = 0.0002T 2 + 0.0214T + 5.3409

(16)

The comparison between the IDS model with the datasheet is shown in Fig. 7.
It can be seen that the simulated IDS characteristics matches the datasheet
very well, which can verify the effectiveness of the proposed modelling ap-
proach.

2.2.3 Modelling approach of diode

The diode model described in (6) and (7) contains two parameters that need
to be extracted: RD2 and IS. The parameters are extracted according to the
diode characteristics available in the datasheet.

1) Series resistance RD2

According to (6), the differential resistance of the voltage-dependent cur-
rent source ID can be calculated as:

RD =
dVD
dID

=
kT

q
· 1

ID + IS
(17)

According to (17), RD << RD2 can be assumed, when IDS is larger than
100 A. Therefore, the slope of the diode characteristics in the high current
linear region can be used to extract the series resistance RD2.

2) Reverse saturation current IS
After RD2 is extracted, the ID–VD characteristics can be obtained from

the ID–VSD diode characteristics according to (7). IS can be then extracted
by fitting (6) to the ID–VD characteristics.
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Figure 7: IDS–VDS characteristics at different temperatures comparing to
datasheet.
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Table 3: Parameters of diode model.

IS (A) RD2(mΩ)
1.925e-14 4.66

Datasheet

Diode characteristics

GetData Graph Digitizer

Diode characteristics
    Diode characteristics

High-current linear region

Data

extraction

Eq. (7)

Parameter

extraction

Check RMS error

under 5%

Diode model

Yes

No

Error

check

Eq. (6)

Curve fitting

Figure 8: Modelling approach of diode.

The extracted parameters of the diode are listed in Table 3. The step-
by-step modelling approach is summarized in Fig. 8. In Fig. 9, the diode
model matches the diode characteristics in the datasheet very well, which
can verify the effectiveness of the proposed modelling approach.

2.2.4 Modelling approach of parasitic capacitors

In the datasheet, the input capacitance Ciss, output capacitance Coss and
reverse transfer capacitance Crss are given as the capacitance characteristics
as shown in Fig. 10. CGS, CGD and CDS can be calculated by Ciss, Coss and
Crss according to (18): 

CGS = Ciss − Crss
CDS = Coss − Crss
CGD = Crss

(18)
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Figure 10: Capacitance characteristics of CAS120M12BM2 in the datasheet.

1) CGS
A constant value is used to model CGS. It can be easily extracted by

subtracting Crss from Ciss according to (18). CGS = 6319 pF can be obtained
for CAS120M12BM2.

2) CDS
CDS is a nonlinear capacitor varying with drain-to-source voltage VDS.

The CDS–VDS curve can be derived from the datasheet using (18). CDS0, Vbi,
MCDS can be easily extracted by curve fitting using (8) and the CDS–VDS
curve.

3) CGD
CDS is a more complicated nonlinear capacitor varying with drain-to-gate

voltage VDG. The Crss–VDS curve in the datasheet can be used to extract
the parameters of CGD. In Fig. 10, two significantly different slopes can be
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Figure 11: Modelling approach of parasitic capacitors.

observed in the Crss–VDS curve. VT can be firstly extracted as the transition
voltage of these two slopes. In (9), a hyperbolic tangent function is used to
model the transition of slopes in Crss–VDS curve . When VDG < VT , (9) can
be approximated as:

CGD =
CGD0

(1 + VDG)MCGD
(19)

CGD0 and MCGD can be extracted by curve fitting to fit (19) to Crss–VDS
curve when VDS < VT .

When VDG > VT , (9) can be approximated as

Table 4: Parameters of capacitance model.

CGS(pF) CDS0(pF) Vbi (V) MCDS CGD0(pF)
6319 15500 1.622 0.478 2646
VT (V) k1 k2 MCGD

13.52 40.51 0.3815 0.4295

17



0 200 400 600 800 1000

Drain-Source Voltage V
DS

 (V)

10
1

10
2

10
3

10
4

10
5

C
ap

ac
it

an
ce

 (
p

F
) C

iss

C
oss

C
rss

Figure 12: Capacitance characteristics comparing to datasheet.

CGD =
CGD0(

1 + VDG (1 + k1)
)MCGD

(20)

k1 can be extracted by curve fitting to fit (20) to Crss–VDS curve when
VDS > VT .

Finally, k2 and VT are adjusted to accurately fit the transition region of
two different slopes of the Crss–VDS curve.

The step-by-step modelling approach of parasitic capacitors is summa-
rized in Fig. 11. The extracted parameters are listed in Table 4. The
comparison between the capacitance model and the datasheet is shown in
Fig. 12, which shows a good agreement.

2.3 Model verification

A SPICE model is built for CAS120M12BM2B using the subcircuit model
and extracted parameters. Both experimental platform and simulation plat-
form of double pulse tester (DPT) are built to verify the proposed SPICE
model. The experimental platform of DPT is shown in Fig. 13(a). A PCB
board with low parasitic inductance is designed as the main circuit. A com-
mercial gate driver CGD15HB62P1 for half-bridge module from Wolfspeed
is used [12]. The upper switch is always off and the lower switch is controlled
by the DPT signal generated by the DSP control board. A 55.7µH with low
equivalent parallel capacitance is designed as the load inductor. The equiva-
lent series resistance of the load inductor is measured as 0.064 Ω. The voltage
and current of the lower switch is measured by high-bandwidth differential
voltage probes and high-bandwidth current probes.

The same simulation circuit of DPT is built in PSpice as shown in Fig.
13(b). The 5 nH DC-bus stray inductance is obtained by simulating the S-
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((a)) Experimental platform.
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Figure 13: Experimental platform and simulation circuit of DPT.

parameter of the PCB board including all the stray inductance of the DC
capacitors in Keysight Advanced Design System (ADS) [13]. The stray induc-
tance in the power module is 15 nH according to the datasheet. Two 7.5 nH
inductors are added to the drain terminals of upper and lower SiC MOS-
FETs in the half-bridge module respectively to represent this stray induc-
tance. The gate loop resistance is obtained by calculating the time constant
of the measured gate-to-source voltage. The DPT results in both simulation
and experiment are shown in Fig. 14 and Fig. 15. The simulation of the
turn-on and turn-off transients shows good agreement with the experiment.

2.4 Toolbox to model SiC MOSFETs

Based on the aforementioned model and parameter extraction method, the
model parameters, equations, required data inputs, and modelling steps can
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Figure 14: Comparison of turn-off waveforms by simulation and experiment
at 25 °C.

be summarised as:

• 25 model parameters:

– 5 parameters for drain-to-source current model: β0, V C, VGS,th, RD1, λ

– 9 parameters for temperature characteristics

– 2 parameters for diode model

– 9 parameters for parasitic capacitance model

• 16 equations divided in:

– 5 equations for Drain-to-source current model: (1), (2), (3), (4),
(5)

– 4 equations for temperature characteristics: (16)
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Figure 15: Comparison of turn-on waveforms by simulation and experiment
at 25 °C.

– 2 equations for diode model: (6), (7)

– 5 equations for parasitic capacitance: (8), (9), (18)

The SiC MOSFET model will require the following data inputs to extract
the parameters:

• transfer characteristics under different temperature

• output characteristics under different temperature

• Rds(on)

• diode characteristics

• capacitance characteristics
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The curve fitting toolbox is used to extract the parameters of the model
using the data from datasheet. The procedure of parameter extraction is
described as:

1. Curve fitting of transfer characteristics and output characteristics to
obtain the drain-to-source current model under different temperatures.

2. Curve fitting of temperature parameters to obtain the temperature
characteristics.

3. Curve fitting of the diode characteristics to obtain the diode model.

4. Curve fitting of the capacitance characteristics to obtain the parasitic
capacitance model.

This step-by-step modelling approach can be adopted as a toolbox in
order to obtain a model for various SiC MOSFETs and power modules. The
model developed by this toolbox can be further used for simulation, analysis
and design of power electronics converters such as DC transformers.

3 Toolbox to design voltage controller of DC

transformers

3.1 Transfer function of DC transformer

The voltage controller is designed for a DC transformer based on dual active
bridge (DAB), as shown in Fig. 16. The main parameters of the DC trans-
former are summarized in Table. 5. Single phase shift modulation is used to
control the DC transformer. The small signal model of DAB can be obtained
according to [14]:

Îout =
nVin
fswLlk

ϕ̂ (21)

where ϕ is the phase shift angle between the ac voltages of the secondary
and primairy side of the transformer.

The PI controller is used to control the output voltage of the DC trans-
former:

PI(s) = Kp · (1 +
1

sτi
) (22)

where Kp and τi are the proportional gain and integral time constant of
the PI controller. The closed-loop control diagram of the DC transformer is
drawn in Fig. 17. The open loop transfer function can be written according
to Fig. 17 as:
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Figure 17: Control diagram of DC transformer.

H(s) = Kp(1 +
1

sτi
)e−sTd

nVin
fswLlk

1

sCout
=
KpnVin(1 + sτi)e

−sTd

s2τifswLlkCout
(23)

where e−sTd is used to represent the control delay and PWM delay.

Input Voltage (Vin) 750 V
Output Voltage (Vout) 50 V
Input Capacitor (Cin) 1 mF

Output Capacitor (Cout) 1 mF
Load resistor (RL) 20 Ω

Leakage Inductance (Llk) 27.2 µH
Transformer ratio (n = Vout

Vin
) 1/15

Switching frequency (fsw) 20 kHz
Control frequency (fc) 10 kHz

Table 5: Parameters of DC transformer.

3.2 Controller design

The PI controller is designed according to the frequency response of the open
loop transfer function of DC transformers. The phase margin and crossover
frequency of the open loop transfer function are defined as φm and ωc. The
following equations are fulfilled at the crossover frequency:

∠H(jω) = −π + φm (24)
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∣∣∠H(jωc)
∣∣ = 1 (25)

According to (23), the phase angle of the open loop transfer function can
be calculated as:

∠H(jω) = arctan(ωcτi)− π − ωcTd ≈ −
π

2
− ωcTd (26)

where arctan(ωcτi) ≈ π
2
, assuming ωcτi � 1. The crossover frequency can be

calculated according to (24) and (26):

ωc =
π
2
− φm
Td

(27)

The integral time constant of PI controller can be calculated to ensure ωcτi �
1:

τi =
10

ωc
(28)

According to (23), the gain of the open loop transfer function at crossover
frequency can be calculated as:

∣∣∠H(jωc)
∣∣ =

KpnVin
√

1 + ω2
cτ

2
i

ω2
cτifswLlkCout

≈ KpnVin
fswLlkωcCout

(29)

The gain of the PI controller can be calculated according to (25) and (29):

Kp =
fswLlkωcCout

nVin
(30)

3.3 Validation

Due to COVID-19, the laboratory of the university is now closed, so exper-
imental validation cannot be provided. Instead, simulation is conducted to
validate the designed voltage controller of DC transformers. The DAB-based
DC transformer as shown in Fig. 16 is built in Simulink/Matlab. The pa-
rameters of the simulation model is shown in Table 5. According to (28) and
(30), the integral time constant and proportional gain of the PI controller
can be designed as:

τi = 0.0014s (31)

Kp = 0.076 (32)

The simulation results are shown in Fig. 18. It can be seen that the output
voltage of DC transformer can be controlled to follow the reference in a fast
and accurate way.
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3.4 Toolbox to design voltage controller of DC trans-
formers

Based on the aforementioned modelling and controller design of DC trans-
formers, the toolbox to design the voltage controller of DC transformers is
summarized as follows:

• 9 model parameters listed in Table 5.

• 3 equations to calculate the parameters of PI controller:

– equation to calculate the crossover frequency: (27)

– equation to calculate the integral time constant: (28)

– equation to calculate the proportional gain: (30)

The toolbox can be used to calculate the parameters of the voltage con-
troller of the DC transformer.
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4 Power SCADA/EMS Systems

The need for a supervisory and control tool was and still is required as the
industrial revolution keeps evolving. The Supervisory, Control and Data
Acquisition (SCADA) system is a combination of hardware parts contain-
ing sensors, actuators, communication medium, Input/Output (I/O) devices
and Human Machine Interface (HMI). Additional to the software part that
contains the server-side operating system, communication protocols, HMI
applications and the terminal controller’s interface are needed [15, 16, 17].
The evolution of the SCADA/Energy Management Systems (EMS) is pre-
sented in Table 6. Nowadays SCADA server-side can handle a complicated
and powerful operating system (e.g. Windows server 2012), and Remote
Terminal Unit (RTU)s can handle embedded operating systems. Such an
expansion of software capability allows for testing and virtual scenarios sim-
ulation in the SCADA server-side before executing commands or procedures
[15, 17, 18, 19].

Table 6: The historical evolution of SCADA

Year Used Name
1890s Remote Control and Remote Indication.
1920s Telecommand and control.
1930s Check Before Operate, Electro-Mechanical systems.
1960s Supervisory Control Systems
1960s Data Acquisitions - SCADA started to evolve.
1980s Load Dispatch Centre and Control
1990s Energy Control Centre
2000s Energy Management Systems

SCADA today covers three different management systems: Business Man-
agement System (BMS), EMS and Generation Management System (GMS)
[19].
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Figure 19: SCADA and different management systems

4.1 SCADA Components and Structure

A traditional SCADA system usually has the following components:

4.1.1 Operator Room station

The operations room of the SCADA system is one of the most important
system components. Inside the room, there is a user interface unit called an
HMI which provides a visual presentation of the hardware and the software
components along with the communication medium. The specification of the
HMI depends mainly on the network structure needs, some are specifically
designed to be rigid, while others Commercial Off-The-Shelf (COTS) SCADA
systems are more flexible and compatible with several installed hardware and
software [16, 18, 20].

The HMI provides several services to the operators, that include [21, 22]:

1. Visually presenting the hardware, software and communication SCADA
components. Very familiar shapes are used to help the operators such
as green light for “OK” state, red light for “Alarm”.

2. Offering many operational functions to control the Master Terminal
Unit (MTU)s, RTUs and Programmable Logic Controllers (PLC).

3. Presenting analog and digital I/O devices values. Sometimes, analog
measurements are presented in gauges or bars to show the minimum
and the maximum allowed values, e.g. the voltage level of a substation
or bus.

4. An alarm system that detects and acts according to several alarms
scenarios. These scenarios can be automated actions such as pre-
programmed safety procedures, or just indicators and events that in-
form the operators about the case through emails or text messages.
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4.1.2 Communication Infrastructure

The communication infrastructure of the SCADA system is considered a
challenge because it depends mainly on the coverage area, material and pro-
tocols. Different technologies have been already used in the SCADA field
such as radio wave, serial modems, Local Area Network (LAN)/Wide Area
Network (WAN) and Transmission Control Protocol (TCP)/Internet Proto-
col (IP) over Synchronous Optical Networking (SONET) [16, 17, 19]. The
communication monitoring network has different topologies, such as Point to
Point (PTP), Point to Multiple (PTM), and Multiple to Multiple (MTM).
For large scale SCADA, fiber optic, satellite and microwaves technologies are
usually used as a communication medium [23, 24].

SCADA uses different types of communication protocols; some of them
are operated on on-demand mode only (send data by request). These pro-
tocols include RP-570, RS-485, Modbus, Profibus and Conitel. In addition,
several protocols standards are available, e.g. International Electro Techni-
cal Commission (IEC) 60870-5-101/104, IEC 61850 and Distributed Network
Protocol (DNP3) [21, 25]. According to these standards, some of the proto-
cols can deal with TCP/IP, which provides higher security. However, it is
always recommended that SCADA system should not be connected to the
internet to avoid any DOS or cyber attacks. In 1996, Object Linking and
Embedding for process control (OLE PC) was developed, which allowed real-
time data communication between different terminals manufacturers, RTUs
and MTUs [24, 26].
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Figure 20: SCADA in HV Transmission Network

The SCADA communication network has gone through several genera-
tions depending on the size and number of connected equipment. These
generations, in order, are Monolithic, Distributed, Networked and Internet
of Things (IoT) [23, 27, 28]. The SCADA communication network for a
transmission network can be divided into three levels as shown in Figure 20.
A complete modern power network from generation to demand is shown in
Figure 21 [19].
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Figure 21: Modern power system from generation to demand

The distribution network has more nodes than the HV transmission net-
work with more unbalanced voltage magnitudes. As a result, the commu-
nication network is a big challenge for a robust SCADA [25]. There are
various topologies of communication infrastructure available as shown below
[16, 17, 22, 23]:

• Fiber Optics

Fiber optics are very compatible with medium and low voltage dis-
tribution networks as shown in Figure 22. Deployment cost of this
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technology is considered high due to the related civil works and ex-
pensive equipment. However, fiber optics technology provides robust-
ness, noise-free, wide data bandwidth and extendable communication
medium.

Figure 22: SCADA communication infrastructure: Fiber Optics topology.

• Power Line Carrier communication

Power Line Carrier communication (PLCC) has an advantage of its
compatibility with the traditional power grid, no need for new assets
or structures. Therefore, it is considered the joker solution whenever no
other option is available. However, the quality of the communication
(range and bandwidth) depends mainly on the type and age of the
cables, in addition to the number of joints. As a consequence, accurate
planning of the engineering installation of the PLCC units is needed to
guarantee low latency, reliable connection, and stable data metering.

31



Figure 23: SCADA communication infrastructure: PLCC topology.

• WiMax and LTE

WiMAX (Worldwide Interoperability for Microwave Access) or LTE
(Long-Term Evolution) technology, both are used in power system com-
munication to connect lower networks with higher ones through the
backhauling mechanism. Usually, lower networks contain RTUs and
data concentrators. This communication medium allows local networks
to communicate with regional networks privately.

Figure 24: SCADA communication infrastructure: WiMAX topology.

4.1.3 Master and Remote Terminal Units

• Master Terminal Units MTUs
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MTUs are considered the second control unit (Level 1) after the main
station (Level 2), and are usually installed in substations [17]. MTUs
have similar characteristics of the main station, like HMI, servers and
they are connected to other MTUs through a communication medium,
e.g. LAN/WAN. The HMI allows the operators to control the con-
nected RTUs through predefined procedures and some visual presenta-
tion of geographical and textual information and shapes. This content
is usually easy to understand by the MTU operators [21, 29].

• Remote Terminal Units RTUs

RTUs are considered the slaves of the master station and MTUs. RTUs
are more advanced than PLCs and considered an extended version of
them. They contain sensors, actuators and a controller unit, they work
in real-time and are synchronized with the network. They can transmit
data to the master terminal in periodic behavior or on-demand requests
[17, 30]. Also, RTUs have some predefined emergency procedures to
send signals and data to the master station in high priority in case of
disasters or high-risk faults [19, 21].

RTUs are geographically distributed, usually with Global Position-
ing System (GPS) modules installed to label time to the measure-
ments (time-synchroniser). The communication medium is considered
a LAN/WAN link and several technologies can be employed such as
radio, fiber optic, telephone wires, and microwaves [17, 21]. Usually,
the standard of functional block programming IEC 61131-3 is used to
build up PLCs and RTUs programs [19, 21, 22].

4.2 SCADA/EMS Functions, Managements and Tool-
boxes

There are multiple functions/toolboxes for SCADA/EMS as shown in the
following sections:

4.2.1 Operations Management

Operation management is the main core of the system; it includes several
components and sub-functions, which can be listed as follow [17, 19, 22]:

• SCADA Engine;

• Dynamic Network Model;

• Historic Information System (HIS);
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• Statistics, Reports and Alerts;

• Technical Supervision.

The SCADA core contains all data and commands processes including the
associated hardware needed. The core engine is a complex computer proces-
sor that performs all data and control commands, executes the sequencing
process, and supports interface with multiple slaves (sub-processors) [17, 21].
Usually, there is a switched-on standby redundancy for the core. The proces-
sor is responsible for all data transfer, logging and running condition record-
ing. Usually, an alarm system is integrated with it.

The alarm system is a package that receives signals from different sources,
filters them and executes the suitable procedures, such as launching a siren,
blinking red lights and/or sending an SMS notification. A printer and visual-
isation management system is integrated with the core, and it is responsible
for providing a visual presentation of the network, hardcopy and softcopy.
The system generates diagrams and schematics based on geographical sources
[15, 19, 21].

The dynamic network model is an object hierarchical model that is based
on the geographical representation of the network, taking into account the
resources, assets and connectivity of the network . It is considered dynamic
due to the online and continuously changing visualisation of the asset’s sta-
tus’s. A supervision layer over this network allows operators to execute new
actions on the network [15].

The HIS is mainly responsible for data logging and managing the database/
storage from RTUs, errors, alarms, diagnostic debugging, and user actions.
HIS is used in many other SCADA functions, such as forecasting, event anal-
ysis or comparing, and for operator training case studies [21].

The report and alert module provides Real-time and historical reports for
all SCADA functions and partitions. The module exports reports in many
forms, including SMS, emails, PDF or diagrams [21].

4.2.2 Power Application Software (PAS)

SCADA PAS provides optimal management of electrical network from gen-
eration through transmission and distribution. In PAS, the safety of the
network is a priority, and it can be maintained through full automation and
support of the operational conditions and network optimisation. All the
functions are connected to all the SCADA sectors, for example, data or load
profile from the HIS increases the accuracy of the state estimation function.
Usually, PAS is deployed in multi-server scalable architectures [21, 26].

There are four main categories of the PAS functions:
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1. Analysis and Optimization Management: it focuses mainly on the opti-
mization of energy dispatch under security and economical constraints.
Also, it provides system stability analysis and load modelling, which
are used by other SCADA management systems such as the forecast-
ing and the state estimations algorithms. This management mainly
provides the following functions [17, 19, 21]:

• Load Profile Modelling;

• Short Circuit Analysis;

• Optimal Power Flow (OPF) and Distribution Optimal Power Flow
(DOPF);

• Voltage/VAr Control (VVC);

• Contingency Analysis (CTA);

• Voltage Stability Analysis;

• Watershed Management.

2. Automation Management: provides network stability supervision and
measurement monitoring. It supervises the system states over the
power network, and monitors all the equipment that can lead to unsta-
ble operation conditions during faults or outages. The main toolboxes
of the automation management can be listed as follow [17, 19, 22, 31]:

• State Estimator, Load allocation and Power Flow;

• Monitoring and controlling outages; executing recovery procedures;

• Monitoring of CO2 Emissions and Fuel Reserve.

3. Operational Management: deals with all outages, faults and provides
the optimal procedure for fast and safe restoration. The FDIR is a
system that generates and executes a switching order when a fault
has occurred to isolate the fault. Afterwards, the operators can take
further safety precautions for manual execution, usually electronically
dispatched. The operational management contains many toolboxes,
but the most used ones are [17, 19, 21, 22]:

• Fault Detection, Location, Isolation and Reconfiguration (FDIR);

• Automatic Generation Control (AGC) with load frequency con-
trol;

• Load Shedding and Scheduling.
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4. Forecast Management: uses the data provided from the HIS, to carry
multiple forecasting procedures [17, 19, 21, 22], such as :

• Short-term Load Forecast;

• Wind Speed/Direction Forecast;

• Renewable Generation Forecast.

5 The Unified WLS State estimator toolbox

5.1 Weighted Least Squares (WLS) algorithm

The state estimation toolbox focuses on determining the system states us-
ing the maximum available measurements from the grid. However, it re-
quires some pre and post-processing stages, as shown in Figure 25. The
pre-processing stages include observability analysis (measurements, network
model and circuit breakers states), while the post-processing includes bad
data detection and elimination processes [32, 33, 34].
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Figure 25: State estimation stages.

The state estimator aims to reduce or eliminate the errors in the collected
measurements from the network to achieve the closest possible estimates of
the system states. It assumes that the system measurements are corrupted
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(noisy) with error e as shown in the equation below:

z = h(x) + e (33)

The WLS state estimation algorithm is commonly used in SCADA and
EMS. It aims to minimize the square error (residual r) of the measurements
by solving the following minimizing objective function:

WLSobj(x) =
n∑
i=1

r2i
σi2

=
n∑
i=1

(
zi − hi(x)

)
Rii

2

2

(34)

where, z =
[
z1 z2 . . . zn

]T
is the measurements vector with n mea-

surements, x is the state variable vector, h(x) =
[
h(x)1 h(x)2 . . . h(x)n

]T
is a vector of nonlinear equations evaluated at the state variable x, e is the
error (assumed to be Gaussian noise), and Rii is a diagonal matrix that

contains all measurements variances, Rii = diag
[
σ2
1 σ2

2 σ2
1 . . . σni

]T
for

independent measurements.
Equation (34) can be reformulated in matrix minimization form as follow:

min
x

WLSobj(x) = min
x

(
z − h(x)

)T
R−1ii

(
z − h(x)

)
(35)

The state variables x of an AC system with n buses are:[
0 θ1 θ2 . . . θn;V1 V2 . . .

Vn

]T
; (36)

the voltage angle of the slack (reference) bus (θ1) is set to zero, and θn and
Vn are the nth bus phase angle and voltage magnitude respectively [34].

This minimization problem can be reformulated and solved using Tay-
lor series and Newton-Raphson as explained in [35], which results with the
following formulas:

x̂k+1 = x̂k + ∆x̂k (37)

where ∆x̂k is the change/update on the system states, and calculated as
follow:

∆x̂k =
[
G(x̂k)

]−1
OF (x̂k) (38)

OF (x̂k) = HT (xk)R
−1
ii (xk)(z − h(xk)) (39)

G(xk) = HT (xk)R
−1
ii (xk)H(xk) (40)

where G(xk) is the Gain matrix and H(x) = ∂h(x)
∂x

is the Jacobian matrix.
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Equation (41) shows the complete formula for the system states updates
(x̂k+1). The WLS estimation algorithm steps are shown in the figure 26
flowchart.

x̂k+1 = x̂k + [HT (xk)R
−1
ii (xk)H(xk)]

−1
[HT (x̂k)R

−1
ii (xk)

(
z − h (x̂k)

)
] (41)

YESNO

Figure 26: State estimation algorithm

5.1.1 AC Power flow calculations

The AC nonlinear measurement functions

hac(x) = [hac1(x), hac2(x), hac3(x), hac4(x), hac5(x)] (42)

are expressed as equations related to the current flow between buses, the
power flow in the lines and the power injected into/from a bus [34]. These
formulas can be categorized as follow:
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1. hac1(x) and hac2(x) for active Pi and reactive Qi power injection at bus
i respectively:

hac1(x) = Pi =
∑
jεNi

Pij = Vi
∑
jεNi

Vj
(
Gmij

cos(θij) +Bmij
sin(θij)

)
(43)

hac2(x) = Qi =
∑
jεNi

Qij = Vi
∑
jεNi

Vj
(
Gmij

sin(θij)−Bmij
cos(θij)

)
(44)

2. hac3(x) and hac4(x) for active Pij and reactive Qij power flow from bus
i to j respectively:

hac3(x) = Pij = V 2
i

(
Gmij

+Gshi

)
− ViVj

(
Gmij

cos(θij) +Bmij
sin(θij)

)
(45)

hac4(x) = Qij = −V 2
i

(
Bmij

+Bshi

)
− ViVj

(
Gmij

sin(θij)−Bmij
cos(θij)

)
(46)

3. hac5(x) for current flow Iij from bus i to j:

hac5(x) = Iij =

√
P 2
ij +Q2

ij

Vi
(47)

If shunt admittance (Gshi + jBshi) is ignored, then:

hac5(x) = |Iij| =
√(

G2
mij

+B2
mij

)(
V 2
i + V 2

j − 2ViVj cos(θij)
)

(48)

where i and j are ‘from’ and ‘to’ buses respectively, Vi is voltage magni-
tude and θi is phase angle where [θij] = θi − θj, (Gmij

+ jBmij
) is the (i, j)

element of the complex admittance matrix, (Gshi + jBshi) is the ith shunt
admittance, Ni represents all the buses connected to bus i [34].

5.1.2 DC Power flow calculations

On the DC side, the measurement functions

hdc(x) = [hdc1(x), hdc2(x), hdc3(x)] (49)

are expressed as real power injection, power flow and current flow expressions
as defined below:
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1. hdc1(x) for real Pi power injection at bus i:

hdc1(x) = Pi =
∑
jεNi

Pij = Vi
∑
jεNi

Vj
(
pGmij

)
(50)

if droop control is used, the the real Pi power injection at bus i becomes:

hdc1(x) = Pi0 −
1

Ki

(Vi − Vi0) (51)

where,

p =

{
1, for monopolar systems

2, for bipolar systems
(52)

2. hdc2(x) for real Pij power flow from bus i to j:

hdc2(x) = Pij = V 2
i

(
pGmij

+Gshi

)
− ViVj

(
pGmij

)
(53)

3. hdc3(x) for current flow Iij from bus i to j::

hdc3(x) = Iij =
Pdcij
V dci

= pGmij
(Vi − Vj) (54)

5.1.3 Converter Power coupling

The power relation between the AC and DC sides through the converter can
be presented as follows [36]:

Pac + Pdc + Pconvloss = 0 (55)

Where Pconvloss is the converter loss itself and can be calculated through
experimental statistical approach based on Equation (56) and the current
through the converter (Ic) [37, 38]:

Pconvloss = a+ b.Ic + c.Ic
2 (56)

a, b and c are factors that depend on the converter type, operating con-
dition and components (number of diodes, switches etc...). These values are
represented as follow [36, 37]:

• a has a typical value of 11.033 · 10−3pu and it represents the no load
losses of transformers and averaged axillary equipment losses, such as
heating and cooling losses;
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• b has a typical value of 3.464 · 10−3pu and it represents the switching
losses of valves and freewheeling diodes;

• c represents the conduction losses of the valves and depends on the
operating condition of the converter (rectifier or inverter). it’s typical
values are:

c =

{
4.4 · 10−3pu, for rectifiers

6.67 · 10−3pu, for inverters
(57)

In addition to the converter losses themselves (Pconvloss), there are the AC
side transformer, filter and reactor (Transformer, Filter and Reactor (TFR))
losses as shown in Figure 27. In this work, the TFR term is used to refer to
these losses as part of the AC grid.

Vg-ac » Vc-dc  =Vc-ac »

fi
lt
e
r

reactor

TFR 

losses

Converter 

Losses

PCC_dcPCC_ac

Figure 27: Converter power loss schematic

5.1.4 Converter voltage coupling

The converter can be dealt with as a transformer where the voltage levels
on both sides are maintained by Mfactor ratio (modulation index) as shown
in Figure 28 [35, 39]. Considering that, if the converter can provide a ratio
between the AC and DC sides voltages, then this extra information can be
used as a redundant measurement in the state estimator.
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Figure 28: Converter voltage coupling

Let Mfactor be a redundant measurement provided from the converter at
the moment of measuring. Then the voltage relation between both sides of
the converter is:

Mfactor = K
Vc−dc
Vg−ac

(58)

Vg−ac is calculated based on the converter current direction as shown
below, where VTFR is the TFR voltage drop.

Vg−ac =

{
Vc−ac + VTFR, for rectifier

Vc−ac − VTFR, for inverter
(59)

Equation (58) can be reformulated as an equality constraint in the WLS
algorithm.

KVc−dc − Vg−acMfactor = 0 (60)

where K is the voltage conversion factor, it can have different values based
on the AC side network topology and converter type as shown in Equation
(61).

K =


√
3

2
√
2
, see: [35]

1√
2
, see: [39]

(61)

5.2 The Unified WLS for VSC HVDC/AC modifica-
tions

Considering the presented AC and DC side coupling approaches, a unified
state estimator can be constructed. It is a single state estimator that solves
one algorithm for the whole Voltage Source Converter (VSC)-HVDC/AC
system together, using a single unified Jacobian matrix. The modified mea-
surements input for the WLS is formulated below:
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z = [zAC1 zAC2...zACn|zDC1 zDC2...zDCm|zConv1 zConv2...zConvk|Mfactor1 Mfactor2 ...Mfactork ]

(62)
where

• zAC are the AC side measurements and can be in the form of V m, V a, Pinj,
Qinj, Pflow, Qflow, Iflow;

• zDC are the DC side measurements and can be in the form of V m,Pinj,
Pflow, Iflow;

• zConv are zero measurements and represent the right side of converter
power coupling constraints;

• Mfactor are the Vdc to Vac ratios (measurements), calculated and trans-
mitted by the converter;

• n, m and k are the number of AC systems, DC systems and converters
respectively.

The measurement functions h(x) in the unified WLS have the same format
of the z vector.

The new Jacobian matrix is formatted in the following manner:

Hunified (x) =
∂h (x)

∂x
=

[
HAC−AC HDC−AC
HAC−DC HDC−DC

]
(63)

Which can be reformatted differently to simplify the structure as shown
below:

Hunified (x) =


HAC−AC 0

0 HDC−DC
HConv−AC HConv−DC
HM−AC HM−DC

 (64)

The expanded unified Jacobian matrix in (65) represents all hybrid VSC-
HVDC/AC system components in one matrix. It includes the AC, DC and
converter power and voltage coupling elements, and it is structured for nth

AC systems, mth DC systems and kth Converters.
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Hunified (x) =



H(AC−AC)1 0 0 ... 0 0 0
0 H(AC−AC)2 0 ... 0 0 0
0 0 H(AC−AC)n ... 0 0 0
0 0 0 ... H(DC−DC)1 0 0
0 0 0 ... 0 H(DC−DC)2 0
0 0 0 ... 0 0 H(DC−DC)m

H(Conv−AC)1 0 0 ... H(Conv−DC)1 0 0
0 H(Conv−AC)2 0 ... 0 H(Conv−DC)2 0
0 0 H(Conv−AC)k ... 0 0 H(Conv−DC)k

H(M−AC)1 0 0 ... H(M−DC)1 0 0
0 H(M−AC)2 0 ... 0 H(M−DC)2 0
0 0 H(M−AC)k ... 0 0 H(M−DC)k



(65)

Where
HAC−AC is the partial derivative of hac(x) to θ and Vac
HDC−AC is the partial derivative of hdc(x) to θ and Vac ↔ 0-matrix
HAC−DC is the partial derivative of hac(x) to Vdc ↔ 0-matrix
HDC−DC is the partial derivative of hdc(x) to Vdc
HConv−AC is the partial derivative of the power coupling constraint to θ

and Vac
HConv−DC is the partial derivative of the power coupling constraint to Vdc
HM−AC is the partial derivative of Mfactor to θ and Vac
HM−DC is the partial derivative of Mfactor to Vdc

The following subsection presents the partial derivatives of the additional
components to the unified Jacobian matrix Hunified(x). The AC, DC, power
and voltage coupling derivative components are available in [40].

5.3 State estimation simulations

In this section, a validation of the unified WLS is provided along with a
comparison with the decentralized approach. The unified WLS uses the
power and voltage coupling of the converter to connect the decentralized AC
and DC grids.

The unified approach of the WLS state estimator was implemented in the
Julia optimization programming language [41]. It was structured in a flexible
way that allows easy switching between the different test cases and scenarios
(Decentralized, converter power/voltage coupling and unified). The WLS
algorithm was implemented in recursion loops with dictionaries and data
structures for better memory optimization and arithmetical processing. The
true measurements of the hybrid VSC-HVDC/AC systems were obtained by
the power-flow solver from PowerModelsACDC.jl (Julia library) [36]. The
noisy measurements are calculated by adding Gaussian noise to the true
measurements based on Equation (66).
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znoisy = ztrue +N(µ, σ2) (66)

The Gaussian noise N(µ, σ2) is generated with µ equals to the true mea-
surement and σ is calculated from Equation (67) [42]. Further details on the
equation derivation are available in [31].

σ =
µ %error

100 φ−1
(
1+α
2

) (67)

Where α is assumed to cover 99.73% of the Gaussian distribution curve
(φ−1

(
1+α
2

)
= 3 Sigma), and %error is the additional error percentage. In

this work, all noisy measurements were corrupted with 3% percentage error,
except Mfactor measurements with 1%.

The simulation study compares between the different state estimation
scenarios as follow:

1. Decentralized: the systems are assumed to be separated with no data/
measurements exchange (no coupling). The Jacobian matrix is reduced
to contain only AC and DC components, and multi-thread WLSs are
run for each AC and DC system.

2. Converter P-Coupling: a single WLS is run centralized with the con-
verter power coupling constraints added to the Jacobian matrix.

3. Converter PV-Coupling (unified): the power constraints and voltage
coupling measurements are taken into the centralized WLS estimation,
forming the unified estimation approach.

The WLS algorithm is configured to have a maximum number of itera-
tion equal to 20 and the tolerance stop condition, related to the change of
correction (∆x̂), equal to 10−8. The weights of the measurements are shown
in Table 7.

Table 7: Measurements weights (variances Rii)

Measurement type Weight
voltages/angles, power coupling and zero injections constraints 1e−6

power flow and Mfactor 1e−5

+/- power injections 1e−4

A hybrid VSC-HVDC/AC network was modeled to test the algorithm
(5.1.1). The network is assumed to have bipolar DC links (hence p = 2). The
following subsection presents the WLS simulation results for three scenarios:
Decentralized AC and DC systems, AC/DC power coupling and unified.
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5.3.1 Four(4)-AC/four(4)-DC/four(4)-AC network

The first network is comprised of two 4-bus AC systems, numbered from 1
to 4 and 5 to 8, respectively, connected by a DC grid, as shown in Figure 29.
The AC systems have two AC generators at bus 1 and 6; both considered
slack buses (references). The AC load is presented only at bus 8. The DC
grid has 4 buses, with bus 1 as a slack bus. Bus 3 has a virtual converter is
used to force the power flow direction.

1 »

2 »

4 »3 » 5 »1 = 2 =

3 = 4 =

Generators

Bus (» AC | = DC)

AC links

DC links

*TFR link

Demand

6 »

7 »

8 »

*TFR: Transformer, Filter and Reactor

Figure 29: 4AC-4DC-4AC network.

In Table 8 and 9, the true, noisy and estimated measurements of the DC
and AC systems are presented respectively, where T1 is: Decentralized, T2:
with converter P-coupling, and T3: Unified. Figure 30 visualizes the accuracy
performance for the three scenarios in some of the AC and DC power injection
measurements. It shows the error between the true measurements against
the noisy and estimated measurements. The bars represent the relative error
in percentages, lower means closer to the true measurement. In Figure 30 (a),
the estimation of the DC power injection at bus 3 has shown high relative
error in the three estimation approaches because this measurement represents
a virtual converter.

Table 8: DC systems measurements zDC

Sys. # Meas. type True Meas. Noisy Meas. T1 Estimation T2 Estimation T3 Estimation

1

Vdc @ bus 1 (slack) 1.0100 1.0100 1.0100 1.0100 1.0100
Pinj @ bus 1 0.111280 0.112209 0.111653 0.111236 0.111235
Pinj @ bus 2 -0.111202 -0.109628 -0.111563 -0.111151 -0.11116
Pinj @ bus 3 0.0001* 9.9022e−5 9.4749e−5 9.6284e−5 9.6288e−5

Pinj @ bus 4 0.0 0.0 −5.5783e−6 −4.041e−6 −4.038e−6

* used as a virtual converter (to route the flow).
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Table 9: AC systems measurements zAC

Sys. # Meas. type True Meas. Noisy Meas. T1 Estimation T2 Estimation T3 Estimation

1

Vac @ bus 1 (slack) 1.0600 1.0600 1.0600 1.0600 1.0600
Pinj @ bus 1 0.122963 0.121141 0.122597 0.122877 0.122895
Pinj @ bus 4 -0.122493 -0.123621 -0.122159 -0.122443 -0.122444
Qinj @ bus 1 0.00753466 0.00756398 0.00752762 0.00754452 0.00753644
Qinj @ bus 4 0.0 0.0 −3.5946e−5 −1.865e−5 −1.0725e−5

2

Vac @ bus 6 (slack) 1.0600 1.0600 1.0600 1.0600 1.0600
Pinj @ bus 5 0.1 0.101183 0.0997715 0.0999448 0.0999446
Pinj @ bus 6 0.0505456 0.0509225 0.0495076 0.0498217 0.0498781
Pinj @ bus 8 -0.15 -0.147212 -0.148724 -0.14881 -0.14882
Qinj @ bus 5 0.06 0.0614694 0.0608747 0.060879 0.0608781
Qinj @ bus 6 0.00262294 0.00261144 0.00201452 0.00201872 0.00202918
Qinj @ bus 8 -0.05 -0.0496862 -0.0504239 -0.0503197 -0.0503192
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Figure 30: The relative error in power injection measurements

The converter power coupling measurement is presented as a power con-
straint equal to zero (Equation (55)), and it aims to correct the power mea-
surements related to the converter. While the voltage coupling measurement
is defined as a ratio (Mfactor) that relates the voltage magnitudes of both
sides of the converter. The unified WLS was able to accurately estimates the
Mfactor measurements and the power coupling constraints as shown in Table
10.

Table 10: The converter coupling measurements

Conv. # Meas. type True Meas. Noisy Meas. Estimated Meas.

1
Power constraint 0.0 - 5.7070e−6

Mfactor 0.67685604 0.67653596 0.67674968

2
Power constraint 0.0 - −2.5849e−6

Mfactor 0.67268026 0.671752966 0.67257118

Figure 31 shows the Mean Absolute Error (MAE) of the converter mea-
surements. In (a) the converter power coupling has minimized the error in
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the DC grid measurements compared to the decentralized method, it has
reduced from -38.2754 dB to -46.7865 dB (14.09% less in linear form). This
case concludes that on the DC side a dramatic improvement can be achieved
whenever the noisy measurements are close to the converter. In (b) it shows
a slightly similar impact on the AC side, the MAE has decreased by -0.6857
dB.
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Figure 31: MAE of the AC and DC measurements in the 4AC-4DC-4AC
network

The DC system states estimation are shown in Table 11. For the three
different scenarios, the estimations are almost identical, and the error is lower
than 5 digits (1e−5). That is due to the low number of the DC buses and the
linear feature of the DC components.

Table 11: DC systems SE: Decentralized/Power coupling/Unified

Bus # VTrue VEst VErr
1.0 1.0100 1.0100 0.0000
2.0 1.0084 1.0084 -0.0000
3.0 1.0087 1.0087 -0.0000
4.0 1.0094 1.0094 -0.0000

The AC side voltages and phase angles (in radian) estimations are avail-
able in Table 12, 13 and 14 for the three scenarios respectively. The unified
approach has shown better estimates at bus 7 and 8 compared to the other
scenarios. However, the overall error is expected to be low since the AC
systems do not have many buses and branches. Figure 32 shows the relative
error in the phase angles for each scenario. In (a), the P-coupling and uni-
fied approaches were able to provide 5-digits accuracy in the phase angles
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compared to the decentralized approach. The unified approach was able to
preserve the power coupling corrections on the measurements level while im-
proving the estimates of the voltage states using the voltage coupling (e.g.
Bus 7 in Table 14).

Table 12: AC systems SE: Decentralized

Sys. # Bus # VTrue VEst VErr θTrue θEst θErr

1

1.0 1.0600 1.0600 -0.0000 0.0000 0.0000 0.0000
2.0 1.0569 1.0569 -0.0000 -0.0278 -0.0277 0.0001
3.0 1.0551 1.0551 -0.0000 -0.0601 -0.0599 0.0002
4.0 1.0540 1.0540 -0.0000 -0.0612 -0.0610 0.0002

2

5.0 1.0615 1.0615 0.0000 0.0004 0.0003 0.0001
6.0 1.0600 1.0600 0.0000 0.0000 -0.0000 0.0000
7.0 1.0433 1.0432 0.0001 -0.0353 -0.0350 -0.0003
8.0 1.0289 1.0287 0.0002 -0.0721 -0.0714 -0.0007

Table 13: AC systems SE: with converter power coupling

Sys. # Bus # VTrue VEst VErr θTrue θEst θErr

1

1.0 1.0600 1.0600 -0.0000 0.0000 0.0000 0.0000
2.0 1.0569 1.0569 0.0000 -0.0278 -0.0278 -0.0000
3.0 1.0551 1.0551 0.0000 -0.0601 -0.0601 -0.0000
4.0 1.0540 1.0540 0.0000 -0.0612 -0.0612 -0.0000

2

5.0 1.0615 1.0615 0.0000 0.0004 0.0004 0.0000
6.0 1.0600 1.0600 0.0000 0.0000 -0.0000 0.0000
7.0 1.0433 1.0432 0.0001 -0.0353 -0.0351 -0.0002
8.0 1.0289 1.0287 0.0002 -0.0721 -0.0715 -0.0006

Table 14: AC systems SE: Unified

Sys. # Bus # VTrue VEst VErr θTrue θEst θErr

1

1.0 1.0600 1.0600 -0.0000 0.0000 0.0000 0.0000
2.0 1.0569 1.0569 0.0000 -0.0278 -0.0278 -0.0000
3.0 1.0551 1.0551 0.0000 -0.0601 -0.0601 -0.0000
4.0 1.0540 1.0540 0.0000 -0.0612 -0.0612 -0.0000

2

5.0 1.0615 1.0615 0.0000 0.0004 0.0004 0.0000
6.0 1.0600 1.0600 0.0000 0.0000 -0.0000 0.0000
7.0 1.0433 1.0433 0.0000 -0.0353 -0.0351 -0.0002
8.0 1.0289 1.0287 0.0002 -0.0721 -0.0715 -0.0006
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Figure 32: Relative error of the phase angles states in AC systems 1 and 2

50



6 Conclusions

In this report, a toolbox to model step-by-step the SiC MOSFET half-bridge
power modules has been presented. The proposed toolbox and modelling ap-
proach significantly reduce time and efforts of converter designers to develop
their own models for switching-loss analysis and converter design. Subcir-
cuits and equations of SiC modules were firstly introduced to accurately
model the drain-to-source current, antiparallel diode, parasitic capacitance
and temperature dependency. Then, a step-by-step parameter extraction ap-
proach based on datasheet was proposed, which can be easily used to model
other SiC MOSFET half-bridge power modules. As an example, a SPICE
model was built based on the proposed modelling approach for a commercial
power module. A good agreement on switching on/off waveforms is achieved
between simulation and experiment results, which verifies the accuracy of
the proposed modelling approach.

A toolbox to design the voltage controller of DC transformers is presented.
A PI controller is used to control the output voltage of a DAB-based DC
transformer. The parameters of the PI controller are designed based on the
transfer function and frequency response of the DC transformer. The toolbox
and modelling of the DC transformer are validated by simulation results.

Furthermore, SCADA and EMS structure and components are described
and illustrated with figures. A list of the major functions and toolboxes of the
modern SCADA is presented and briefly explained. An additional chapter
focuses on a state estimation toolbox for hybrid VSC-HVDC/AC networks
in a unified/centralized method. The toolbox was validated in a 4AC-4DC-
4AC network test case, and the simulation results focusing on accuracy and
performance are provided.
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